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Abstract- Today, Intrusion Detection Systems (IDS) are integral components of larger 
networks. Even so, security incidents are on a day-to-day basis: Numerous data 
leakage scandals arouse public interest in the recent past and also other attacks like 
Stuxnet are discussed in the general public. On the one side, the commercial success of 
the Internet and the possibilities to carry out attacks from a relatively safe distance 
attracts criminals and made e-Crime to a multi-billion dollar market over the past 
years. On the other side, more and more services and systems migrate to the Internet, 
for example Voice over IP (VoIP) or Video on Demand (VoD). This enables new and 
potential attack vectors. 
With the steadily increasing use of encryption technology, State-of-the-Art Intrusion- 
as well as Extrusion Detection technologies can hardly safeguard current networks to 
the full extend. Furthermore, they are not able to cope with the arising challenges of 
the fast growing network environments. 
The paper gives an overview of up-to-date security systems and investigates their 
shortcomings. Latest security-related threats and upcoming challenges are analyzed. 
In the end, requirements for a Next-Generation IDS are identified and current 
research as well as open issues are presented. 
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I. INTRODUCTION 
With the interconnection of computer systems, numerous security threats emerged. 
One of the first publications towards IDSs was a technical report in 1980 [1]. A 
first model of a real-time IDS and a prototype had been built, the Intrusion 
Detection Expert System IDES [2]. Nowadays, plenty of specialized systems exist, 
but the basic functionality can be differentiated with regard to the detection 
technique, misuse- (signature) and anomaly detection (behavior). While the former 
ones search for well-known patterns, the latter ones build a model of the normal 
network behavior and attacks can be detected by measuring significant deviation of 
the current status against the behavior expected from the model. Therefore, 
anomaly-based systems are able to detect new and yet unknown threats at the cost 
of higher false alarm rates. The placement of the system, host- or network-based, is 
another aspect. Host-based systems are able to access a wide range of system 
information, logs, etc., while network-based systems are only able to evaluate the 
network traffic. However, because of their installation at central points in the 
network, they are able to detect attacks against the whole network or distributed 
attacks, which cannot be detected by a host-based analysis. 
Other attributes can be used for a more precise classification, like time-based 
constraints or the degree of interoperability (e.g., [3, 4]). 
Today, well-known attacks or new threats like a worm propagation can be detected 
and obstructed. Anyway, all systems suffer from important real-world problems. 
Even more, the current technology trends tighten this situation: Yet available 
systems will not be able to cope with challenges like encryption or increasing 
bandwidth. 
The further paper is organized as follows: In Section 2, a brief overview of the 
evolution of security threats is given. Section 3 presents State-of-the-Art security 
systems and research and points out their most important shortcomings. Based on 
the identified shortcomings, requirements for Next-Generation Intrusion Detection 
are derived in Section 4. An architecture of a Next-Generation IDS is proposed in 
Section 5. Concepts under development, which try to address some of the most 
important current shortcomings, are presented as well. Finally, Section 6 concludes 
the paper by highlighting the most important open research issues. 

II. THREATS AND TENDENCIES 
The scope of attackers and malicious programs has changed significantly over the 
years. The focus of the first computer virus was on the destruction of data, e.g. 
formatting the hard disk drive or deleting executable files (e.g. [5]). With the 
development of worms, automated infection over networks was enabled and used 
to build botnets, consisting of numerous user PCs without the knowledge of the 
owners. These networks can consist of hundreds of thousands of infected systems 
and are used to send Spam or to block services by Distributed Denial-of-Service 
(DDoS) attacks. 
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The destructive behavior in the beginning changed to commercial-driven reasons. 
Today, spammers can participate in Affiliate Programs: They sign up in a program 
and are provided with an unique identifier. If a sale is backtracked to an identifier, 
the corresponding spammer is rewarded with a commission [6]. 
The commercial success of the Internet and the possibilities to carry out attacks 
from a relatively safe distance attracts criminals and makes e-Crime to a multi-
billion dollar market (e.g., see [6, 7]). 
Therefore, the profitable and relatively risk-free underground market stimulates the 
proliferation of malicious code by the creation and selling of attack kits. No 
technical in-deep knowledge is needed any longer to create new, dangerous 
malicious software [8]. The first attack kit (Virus Creation Lab, 1992) only 
provided basic functionality, but state-of-the-art kits like Nukesploit are highly 
professional and sold for several thousand Dollars. Also different service levels are 
available, for example unlimited support or regular updates [9]. A major difficulty 
arising with the professional construction kits are the high numbers of new 
signatures. A new signature appears with every new created code, building 
malicious code families. 
More and more services migrate to the Internet, for example VoD or VoIP. With 
more and new services, also more new potential attack possibilities arise. For 
example, some malicious programs encrypt the data on the infected system and the 
user has to pay for the key. This type of malicious software (ransomware) appeared 
for the first time in 1989 [10]. Today, Trojan Horses exists which are able to 
encrypt data based on public key cryptography [11]. 
Another aspect is the handling of malicious programs: Latest trends show, that the 
percentage of targeted attacks continuously increases. E.g., the Hydraq Trojan 
(Aurora): Several large companies had been compromised by attackers using this 
Trojan [7]. The attacks started by evaluating data about employees, available on 
the company’s website or in social networks: Social Engineering is on the rise 
again. Social networks like Facebook or Twitter are in the focus of attackers 
because of their prosperity of information. Many people are easygoing when 
dealing with sensitive data in social networks. This information is used by social 
engineers to create attacks, e.g. Emails with malicious attachments, obviously sent 
by a friend and with a topic related to the latest movements in the social net. So, 
the probability that the target opens the attachment and infects the system is very 
high. Targeted attacks are often constructed for a single or few destinations, so no 
patterns will be available. 
The dissemination routes of malicious software are not restricted to networks: E.g., 
promotional gifts like USB-sticks given away on trade shows are popular 
instruments [12]. A Trojan is already installed on the stick. By connecting the stick 
to a computer, the Trojan installs itself on the system. Therefore, the threat is 
injected directly onto the target system or network, bypassing the security systems. 
With the help of offline-propagation, also formerly secure systems and networks 
like Supervisory Control And Data Acquisition Systems (SCADA) can be 
compromised. Therefore, a protection against attacks from the outside is not 
enough. 
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Data leakage has become an important issue for the last years. In contrast to the 
insider threat, data leakage includes accidental or unintentional data loss in 
addition to malicious theft [13]. Numerous scandals about data loss arose public 
interest, for example see [14, 15]. The insider threat is one of the most challenging 
endangerments today. While governments and the military had been in the 
spotlight of attacks during the cold war, today the industry is the most important 
target for espionage. A recent study specified the economic loss for each individual 
business company in Germany on an average of about 5,57 million Euro in 2009. 
61 % of all large-scale enterprises had been hit by business crime in the past two 
years [16]. 
The particular endangerment by the insider is based on the authorized access and 
the knowledge about the security mechanisms. Also, by the widely spread use of 
data storage mediums like memory sticks, it can be easy for a legitimate employee 
to extrude confidential data if no protection mechanisms are in place. The released 
numbers of the percentage of the insider threat compared to all incidents of data 
loss differ keenly and go up to 80 % and more. The Verizon Data Breach 
Investigation Report attracted interest in 2008, because their evaluation of the 
insider threat presented a value of only 18 % [17]. Anyway, in the Report of 2010, 
Verizon published a proportion of about 48 % incidents caused by insiders after 
evaluating a wider range of cases [18]. In addition, the estimated numbers of 
unreported cases based on insider jobs are much higher, because numerous 
companies do not press charges because of a possible loss of reputation. The 
detection of data leakage is difficult by nature, but the situation is even worse, 
because high damage only can be avoided by immediate reactions. Beside this 
challenges, the technical evolution of the Internet opens up additional problems. 
More and more services are offering protected access. For example, the well-
known Firesheep [19] addon for the Firefox-browser attracted numerous people. It 
enables easily operated HTTP session hijacking attacks. While these security hole 
existed for several years without concerning the public interest (because of the 
complex way to utilize it), the addon is easy to use [20]. Therefore, anybody is able 
to take over a foreign session. The tool comes with filters for e.g. Facebook, 
Twitter and GMail. So, numerous services like Facebook announced to switch their 
services to TLS. The trend towards the use of encryption will also be enforced with 
the broader application of IPv6 as IPSec is a mandatory component of IPv6 [21]. In 
February 2011, the last address blocks of IPv4 had been assigned. This should 
speed-up the utilization of IPv6 in the near future; at the moment, less than 1 
percent of all traffic is IPv6 (e.g., [22]). Encryption can train the application of 
IDSs, therefore being a crucial factor. 
Important is the shifting from attacks directed onto the operating systems or 
network protocols to attacks of vulnerabilities in the application layer. The nonstop 
evolution of the applications results in complex programs and flawed program 
code. Today, over 70 % of all attacks are targeting the application layer [7]. Most 
utilized vulnerabilities are provided by browsers and programs like the Acrobat 
Reader (e.g., [23]). Based on that, the number of Zero Day vulnerabilities 
increased in recent years. 
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Vendors are sometimes delaying patches unnecessarily by using a fixed patch-day 
policy: Program updates are only published on a regular basis (e.g., [24]). Also the 
safety awareness of the users is inadequate, many users are overstrained by 
complex and often changing security mechanisms and program configurations: The 
most successful exploits are taking advantage of vulnerabilities first reported more 
than a year ago [7]. 
Current available system are hardly able to cope with these trends. Summarized, 
the following threats and tendencies are identifiable and emerging: 
 

1. New and yet unknown attacks (new services, devices, etc.) 
2. Increasing number of Zero Days 
3. Social Engineering and targeted attacks 
4. Exploitation of vulnerabilities in the application layer 
5. Increasing insider threat 
6. Risk of data leakage 
7. Ascending use of encryption technology 
8. Users are negligent with security-related tasks 

 
Following, current IDSs and techniques will be considered with respect to these 
properties. 

III. CURRENT SYSTEMS AND SHORTCOMINGS 
SNORT [25] is a signature-based Network-IDS (NIDS) and Intrusion Prevention 
System (IPS) capable of performing real-time traffic analysis and packet logging. 
To gain acceptable results regarding the false alarm rates, signature-based systems 
like SNORT have to be configured strongly depending on the hosts and services 
presented in the network. If the system generates many false alarms, no 
administrator will pay attention to the IDS after a few days. However, a complete 
in-depth configuration of all systems and services is time-consuming and difficult. 
Also, the configuration has to be administered all the time: Small changes like an 
update can have a significant impact. Therefore, the application of signature-based 
techniques in big network environments often is not successful. 
Signature-based systems are reactive by nature [26] and restricted to already 
known attacks. Therefore, the efficiency of an IDS relies on the update-rates and 
response-times of the responsible company. 
For example, on January, 20th 2011, the latest IDS signatures of Juniper and 
Sourcefire were released on January, 18th while the latest signatures of Proventia 
and IntruShield were published on January, 11th (as seen on [27]). Therefore, the 
up-to-dateness of the signature databases is a crucial point. Lippmann analyzed the 
effect of identifying vulnerabilities and patching software with regard to IDSs and 
the up-to-dateness of their signatures [28]. The signatures for IDSs are often not 
faster available than the publication of software-patches. However, vendors like 
Microsoft or Adobe often use patch-days for publishing numerous patches at once, 
therefore delaying patches unnecessarily. For example, latest threats opened up by 
the vulnerabilities in the Internet Explorer [29] have not been fixed in the 
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consecutive patch-day even exploits had been published meanwhile and an easy 
deployable code had been included in the Metasploit-Framework [30]. 
Anomaly-based systems do not need a signature database, instead they use a model 
for the evaluation. The accurate modeling of network behavior is an active field of 
research [31]. The difficulty of behavior-based models is the possibility of 
misinterpretation of permitted but unknown legal user actions, resulting in high 
false alert rates. Often, a learning phase is needed to train the corresponding 
detection model. Online and offline learning must be differentiated. The former 
one is an incremental respectively sequential training: Learning is performed piece-
by-piece in a serial fashion on one individually (randomly) selected training 
sample set. The latter one takes the whole problem data in one learning iteration 
[32]. All data has to be labeled in advance due to its benign or malicious character 
which can be a difficult task (e.g., see [33, 34]). Because of the time and effort 
needed, Almgren and Jonsson use active learning methods to reduce the needed 
amount of labeled training data [35]. 
Even more, numerous anomaly-based systems use online learning in the productive 
environment (e.g., [36], [37]). Attacks can take place or malicious code can already 
be in the network during the learning phase, resulting in an erroneous model [33]. 
Therefore, the system will recognize the previously learned attacks as normal 
behavior and no alarm will be raised [38, 39]. A possible countermeasure is the use 
of malicious rather than benign data for the training. Winter et al. proposed a one-
class support vector machine (SVM) for the analysis. The system is trained with 
malicious network traffic [40]. Anyway, also the usage of negative behavior is 
difficult in matters of completeness. To countervail the endangerment of a learning 
phase, using unsupervised learning methods can be a solution. Numerous machine-
learning approaches have been developed over the last decades. Examples are 
statistic-based systems, data mining, expert systems, supervised learning-based 
approaches like neural networks and unsupervised learning-based approaches like 
k-means- or self-organizing feature maps (SOM) ([38, 41, 42]). Sometimes, 
supervised and unsupervised concepts are combined (e.g., see [43]). Casas et al. 
proposed a robust clustering technique to detect anomalous traffic flows based on a 
sequentially captured temporal sliding-window basis [44]. The approach is 
completely unsupervised and able to detect attacks without relying on signatures, 
labeled traffic or training. The system can be directly plugged-in and starts 
working from scratch without previous knowledge. 
Signature-based systems are using string matching techniques to find known 
patterns of malicious code. This is a computational complex task and can generate 
up to 80 percent of the total processing time of the IDS [45]. Payload filtering 
delay has become the main cause of the reduction of network performance [46]. 
Because of that, software-based NIDSs are hardly able to keep up with traffic over 
200 Mbps [47] when executing a full payload analysis (Deep Packet Inspection 
(DPI)). Therefore, numerous designs and algorithms for hardware-based 
acceleration have been proposed in recent years. Today, two categories of 
hardware approaches can be classified, logic and memory architectures. Logic 
architectures mostly use on-chip logic resources of Field-Programmable Gate 
Arrays (FPGA) to convert regular expression patterns into parallel state machines 
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or combinatorial circuits. Memory architectures compile string patterns to finite-
state machines and store the corresponding state transition tables in memory [48]. 
Therefore, memory architectures are more flexible because they allow on-the-fly 
pattern update without resynthesis and relayout which is needed by logic 
architectures. By the use of FPGA, the string matching process can be accelerated 
strongly (e.g., see [47, 49, 50]). On the other side, a tremendous amount of chip 
resources is used by the growing rule sizes. A lot of work is done to reduce the 
required number of logic cells per search character (e.g., see [45, 51]). Kong et al. 
argue that all on-chip solutions are not scalable in long term [46]. Memory and on-
board architectures are more likely able to keep up with the increasing set of rules 
and bandwidth. For example, pre-filtering [47] or prefix and suffix sharing for the 
rules [46] enables higher speeds (6.4 Gbps respectively 4 Gbps). Even FPGAs can 
reach high throughput speeds, Gao argues that already light-weight systems like 
Snort cost too many hardware resources [52]. Also, with the growth of the 
signature sets and the design scale, the interconnecting latency increases. 
Therefore, the operation clock frequency and throughput speed will drop. Gao also 
mentions, that a larger design requires more time for updating and reconfiguration 
procedures. During that time, the system is vulnerable, e.g. for a new worm 
spreading. Therefore, Gao uses Ternary Content-Addressable Memories (TCAM) 
for signature matching, reaching 2 Gbps (and theoretical much higher values) for 
the Snort signature set. 
Other approaches use the network interface card (NIC) for implementing efficient 
and fast detection systems. While Otey et al. only use header information for the 
evaluation [53], Bruijn et al. analyze different levels of abstraction, e.g. packets, 
streams and aggregates in their system [54]. 
If the mounds of data are to high for a payload or at least a header inspection, 
Flow-based evaluation can be fulfilled. IPFIX (RFC 5472 [55]) defines a Flow as a 
group of packets that share a common set of properties. The Flow is completely 
specified by that set of values, together with a termination criterion (like inactivity 
timeout). Two important standards are NetFlow ([56] et al.) and sFlow [57]. Plenty 
of tools are available for the evaluation, e.g. Scrutinizer [58] or NetFlow Analyzer 
Professional [59]. Flow-based evaluation enables the possibility to analyze higher 
bandwidth. However, using Flows introduces a delay, therefore the system is not 
able to initiate fast, near real-time countermeasures [60]. Even more, attacks on the 
application layer (which are already the most important attacks and still rise) often 
cannot be detected by the evaluation of the Flow parameters. Figure 1 gives an 
overview of the implications and correlations of important threats and technology 
trends for anomaly- and signature-based systems.  
In addition to IDSs, the area of Data Leakage Protection (DLP) and Extrusion 
Detection Systems (EDS) is an emerging sector in recent years. While IDSs focus 
on the attacker and malware trying to enter and infect the systems from outside, 
EDSs are monitoring the outgoing traffic searching for keywords or verifying the 
compliance of the communication with the policies of the company. 
 
When coping with data leakage, DLP systems can cover up to three areas 
depending on the functionality, namely data at rest (databases, files, etc.), data in 
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motion (network traffic) and data in use (data traveling to peripherals like DVD 
burner or printer) [61]. Therefore, packet inspection, session monitoring, 
encryption and other techniques are used by a DLP. 
 

 
Figure 1.  Evolving threats and technology trends and consequences for signature- respectively 

anomaly-based IDSs. 

In the area of DLP, the first implementation was Security Enhanced Linux 
(SELinux) developed by the National Information Assurance Research Laboratory 
of the US National Security Agency (NSA), Red Hat and some other companies 
[62]. SELinux was released as Open Source in 2000 and is included in several 
Linux distributions today. Plenty other DLP systems and services are available 
recently, for example from Trend Micro [63] or IBM [64].  
Additional to the IDSs, Early Warning Systems (EWS) are in operation. Compared 
to IDSs, EWSs are larger scaled, monitoring data sources distributed over the 
whole Internet. The information of attacks in one subnet can be used to alert and 
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safeguard other sub-networks, which are not yet under attack. For example, the 
spread of a new worm can be easily detected in the early phase of its run. 
In 2001, the Internet Storm Center (ISC) of the SANS Institute was established 
[65]. It is an analysis and warning service for the Internet and consists of sensors 
covering 500.000 IP addresses around the globe. Firewall and intrusion detection 
log entries are collected and sent to the DShield database of the ISC. Abnormal 
trends and behavior is identified through human volunteers and automated 
evaluation. Based on that, the handler on duty sets the Infocon level which should 
reflect changes in malicious traffic and the possibility of disrupted Internet 
connectivity. Another example is the Arbor Networks Active Threat Level 
Analysis System (ATLAS) [66]. 
The NEWS (Network Early Warning System) plugin [67] gathers the collectively 
provided view of peer computers to detect network anomalies. NEWS uses 
corroboration from multiple users running in the same area. If enough people see 
the same problem in the same area, an alarm is raised. The design principles apply 
to large-scale systems that generate a significant amount of network traffic. 
Numerous other systems are under development like FIDeS [68] or WOMBAT 
[69]. 
The shortcomings and challenges of the current systems are summarized again: 

1. Complex configuration 
2. Detectability of Zero Days 
3. Delays for signature updates 
4. Rising bandwidth and data volume 
5. Sizes of pattern databases 
6. Application-Layer attacks 
7. Encrypted network connections 

Table I assigns the characteristics to the different systems. 
 
Table I: Shortcomings of current Intrusion Detection / Prevention & Data Leakage Prevention Systems.  

 
 Intrusion Detection  

 Signature-Based Behavior-Based Data Leakage EWS 
 Host Network Host Network Host Network Network 
Configuration × × √ √ × × (√) 
Zero Days × × √ √ ¬ ¬ √ 
Signature Delays × × √ √ ¬ ¬ √ 
Bandwidth × × √ (√) √ (√) (√) 
Database Sizes × × √ √ √ √ (√) 
Application Layer (√) (√) (√) × √ (√) √ 
Encrypted 
Communication √ × √ (√) √ × × 

Targeted Attacks × × (√) (√) ¬ ¬ × 
Distributed Attacks × (√) × √ ¬ ¬ √ 
√ means uncritical while × shows shortcomings of the particular systems, () means restricted applicable, 
¬ stands for not applicable. Note that EWS are inherently network-based, therefore there is no column 
for host-based systems. 
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IV. REQUIREMENTS FOR A NEXT-GENERATION IDS 
Based on the shortcomings of current IDSs defined in Section 3 and the security-
related threats and tendencies in the Internet shown in Section 2, the requirements 
for a Next-Generation IDS are educed. In detail, the IDS has to fulfill the following 
requirements: 
 

1. Behavior-based analysis: Because of the increasing number of Zero Days, 
the growth of targeted attacks and the increasing percentage of encrypted 
communication (benign as well as malicious, e.g. botnet 
communications), signatures are often not available in time or not possible 
at all. Even if the application of behavior-based methods is a challenge, 
sophisticated statistical methods can be used to detect attacks (e.g., see 
[70], [71]) even in encrypted environments. Other reasons require 
behavior-based techniques, too: More and more mobile devices like 
smartphones are participating in the networks. Because of limited 
computing resources and with regard to the endurance of the batteries, the 
application of signature-based techniques is not reasonable or even 
possible. Also in server systems, the necessary near-realtime evaluation of 
patterns is limited not only by the amount of data to investigate but also 
by the sizes of the databases and millions of patterns. 

2. Abdication of a learning phase: The use of behavior-based techniques 
often (but not necessarily), requires a learning phase of the system in the 
productive, real-world environment. Because of the endangerment of the 
learning phase and the difficult task of creating clean labeled data, this 
phase must be omitted as far as possible. Unsupervised learning 
techniques can be used (see Section 3) or the learning phase must be 
replaced by other techniques. For example, the anomaly-based system 
developed by Casas et al. [44] does not need signatures, labeled data or 
training. In the area of neural networks, Moraga examined how to design 
a neural network only based on knowledge [72]. It is important to 
understand that the abdication of the learning phase does not transform a 
behavior-based into a signature-based system: The detection is still 
fulfilled by the comparison of the measured state of the environment to 
the prediction of the model. 

3. No payload evaluation: For a general applicability the system must be 
designed without the need of a payload evaluation as far as possible. Even 
more, the increasing use of encryption denies the use of payload data. 
Therefore, a Next-Generation IDS cannot rely on the availability of the 
packet payload. 

4. Network-based evaluation and use of agents: Even if a host-based 
installation has several advantages with regard to the available 
information (e.g., running processes, decrypted data, log files, etc.), the 
IDS requires a network-centric design. On the one hand, distributed and 
sophisticated attacks against the whole network only can be recognized by 
a network-based installation, on the other side the management of 
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numerous host-based system is error-prone, complex to manage and often 
poorly scalable in large environments. Only if it is indispensable, host-
based agents should supplement the network-based core system. 

5. Cross-evaluation and distribution: The upcoming threats and challenges 
require an exhaustive use of behavior-based techniques. Therefore, the 
related false alert rates have to be reduced. By examine ingress traffic and 
the correlation of anomaly detection alerts of administratively disjoint 
domains, the false alert rate can be reduced significantly and abnormal 
data and Zero Days can be detected [73]. 

6. Active and automated prevention: The system must be able to carry out a 
completely automated operation. On the one hand, the amounts of data, 
connections and speed of actions are already too high to be able to permit 
a reasonable manual interaction. On the other side, especially in the area 
of DLP, a beginning leakage of data must be stopped as early as possible. 
The loss of reputation after losing data will often be more expensive (e.g., 
see [16]) than the costs caused by an misleadingly activated interruption 
of a single connection. Of course, the probability of a wrongly dropped 
connection must be very low. 

V. ARCHITECTURE OF A NEXT-GENERATION IDS 
To fulfill the requirements presented in Section 4, an architecture for a Next-
Generation IDS is presented. An abstract view of the architecture is shown in 
Figure 2. 

 
Figure 2.  Layers of a Next-Generation IDS. 
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The system consists of three main parts, Early Warning, Intrusion- and Extrusion 
Detection. The different parts can be implemented distributed and autonomous. An 
EWS has to be integrated comprehensive over the Internet. Event correlation, 
anomaly detection and inter domain cross correlation can be used to detect new 
threats. This knowledge can then be used to secure other, yet not affected sub-
networks in the Internet. The main purpose of the EWS is the detection and 
prevention of automated and undirected attacks. 
The Intrusion Detection is carried out as NIDS. Multiple detection techniques have 
to be combined: A behavior-based analysis of the network traffic is done to detect 
known as well as new, yet unknown threats. The needed model has to be built in an 
unsupervised fashion in such a way, that no endangered learning phase is needed. 
If the learning phase cannot be eliminated completely, in contrast to most existing 
systems, malicious instead of benign data can be used (inductive anomaly 
detection). Cross-site correlation between systems and networks can be used to 
reduce the false alert rates of the anomaly detection efficiently. Statistical 
evaluation has to be done to cope with encrypted traffic. Additional, specialized 
host-based autonomous agents can be used to assist the evaluation. E.g., agents 
with state-based detection techniques can be used to identify critical states in a 
SCADA network: The critical states are well-known in industrial systems, 
therefore an Intrusion Detection can be realized based on a critical state analysis 
[74]. 
Extrusion Detection is the last component. It is also integrated into the NIDS, 
because due to the risk of insiders, manipulation and the administrative outlay with 
numerous hosts, host-based detection is not enough. Therefore, the user- and 
system-behavior is monitored by network-based sensors as well as host-based 
agents. 
With respect to the current research and developments, several open issues arise, 
especially in the area of In- and Extrusion Detection in encrypted environments. 
Especially the claim of not using payload-related data to be able to cope with 
encrypted communication, targeted attacks and unknown threats is rarely address 
in current research (e.g., see [75]). 
There are three basic approaches to carry out Intrusion Detection in encrypted 
communication, namely:  
 

• Protocol-based: Detection of misuse of the encryption protocol  
• Intrusive: Modifications of the network infrastructure or the encryption 

protocol  
• Non-Intrusive: Statistical analysis of encrypted traffic 

 
E.g., ProtoMon is a system developed by Joglekar et al. [76] which instruments 
shared libraries for cryptographic and application level protocols for conducting 
intrusion detection. Monitoring is integrated into the protocol handling. By that, 
attacks on the encryption protocol can be detected. Nevertheless, malicious 
activities hidden inside the encrypted channel could not be detected. 
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Intrusive techniques are used by Goh et al. They proposed an IDS for encrypted 
networks which is able to analyze the payload and simultaneously maintaining the 
confidentiality of the encrypted traffic [77]. The network traffic is replicated and 
sent to the receiver and also to the Central IDS (CIDS). The protocol is set onto an 
underlying VPN and adds an additional layer. The system is able to do payload 
analysis and to keep the confidentiality, but it strongly depends on modifications of 
the protocols and infrastructure. Also, additional communications protected by e.g. 
SSH or TLS cannot be analyzed. 
Foroushani et al. proposed a system based on the evaluation of the transferred 
packet sizes and the time intervals between messages [70]. Attacks are detected 
without decryption by the use of intrusion signatures which are generated from the 
frequency of accesses and specifications of the TCP traffic. Anyway, because of a 
high false alarm rate (about 20 % in the best case), the system is not usable for a 
production environment. The system requires behavior profiles for the target 
servers and the exchanged information, which are often not available. 
Other work addressing IDSs in encrypted environments can be found, but to the 
best of our knowledge, all of it can be assigned to one of the three categories 
named before (e.g., see [78] or [79]). Thus, all of these systems are not appropriate 
for the defined requirements due to the shortcomings already shown.  
An important point of all behavior-based systems are the false alert rates. For a 
comprehensive development of behavior-based techniques in productive 
environments, false alerts have to be minimized. The idea of a correlation of 
ingress traffic from different domains is relatively new and shows promising first 
results. Boggs et al. were able to demonstrate a Proof-of-Concept with pretty small 
false alert rates [73]. Further investigations are necessary to improve the shown 
principles and make them usable for the defined requirements. 
In the recent area of DLP, most of the proposed systems are host-based and not 
able to operate only on a network-based installation (e.g., see [80-82]). Extrusion 
and data leakage detection is a crucial part of a Next-Generation IDS. Therefore, 
these techniques have to be analyzed regarding the capability to be adapted to 
network-based systems. 

VI. CONCLUSION AND FURTHER WORK 
In the paper, an overview of todays most important security threats was given and 
observable tendencies were shown. State-of-the-Art IDSs, DLPs and EWSs were 
presented and their shortcomings analyzed. After that, the requirements for a Next-
Generation IDS were derived. The papers shows the open issues and wherever 
available, recent research addressing these topics. The most important and yet 
unsolved requirements in the area of encryption and behavior-based analysis were 
lifted out. 
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