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Foreword

For a considerable time now, cyberspace as a domain of military activities has been a
recurring topic for diverse conferences and studies. This isalso true of its sub-theme, the legal
aspects of cyber warfare. Notably, in 2009, the NATO Cooperative Cyber Defence Centre of
Excellence invited and hosted an independent International Group of Experts and supported
their work, culminating in this year’s launch of the Tallinn Manual on the International Law
Applicable to Cyber Warfare (Cambridge University Press, 2013), a publication examining
the modern cyber dimension of warfare in the traditional international law categories of
ius ad bellum and ius in bello. Considering this, it now seems appropriate to make a closer
examination of the more regular realm of State activities in cyberspace during peacetime.

At atime of growing global interconnectivity and increasing dependence on information and
communication technology, State action without the use of cyberspace is not imaginable.
State institutions themselves operate both as providers of information and services on the
internet and as internet users. But even beyond these operations, States depend on available
and reliable information and communication technology infrastructures: security, the
functioning of vital institutions, economic and scientific progress, the organisation of social
and healthcare systems, as well as the prosperity and wellbeing of the population cannot
be provided without the use of cyberspace. Cyber threats that materialise in the loss of
confidentiality, integrity or availability of information and communication technology can
have an impact on the stability of States, in extreme cases threatening their existence. In
order to minimise such risks, technical precautions certainly need to be taken; however,
technical measures alone will not suffice: a solid and reliable legal framework for State
activities in cyberspace is essential. The aim of this volume is to propose such a framework
by identifying existing prerequisites and offering diverse interpretations, but also by
pointing out unsettled issues.

One premise is certain: cyberspace cannot be deemed a legal lacuna. In this space, too,
the rule of law must apply. Only then can the significance of the internet as a platform
for economic and social development, but also as a contributor to understanding between
States, truly unfold. However, the creation of a legal framework for cyberspace is not a task
that any State could tackle alone: due to the global nature of cyberspace, an international
effort is needed to find answers to questions about which rules apply to users and providers
operating in cyberspace, or how access to the internet and cross-border data flow should be
regulated. The international community has not yet come very far in determining acommon
regulatory regime for cyberspace.

The starting point for such deliberations must be norms of international law as applicable
outside the digital world. Once the application of such norms in cyberspace has been clarified
and the basis for an appropriate legal regime thereby established, the question of the need
for new regulation will arise. Various approaches to and interpretations of international law
need to be aligned in order to progressively develop a common understanding of the legal
regime for cyberspace. An international scientific discourse would provide an indispensable
basis for all such endeavours.
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A question may be raised as to why the NATO Cooperative Cyber Defence Centre of
Excellence finds it relevant to approach the topic of a peacetime regime for cyber activities
and to invite internationally recognised experts to present their views and contribute to
such a discourse on an international level. As proven by the range of topics addressed in
this volume, even below the threshold of armed conflict, the use of cyberspace relates to
significant issues in terms of military and security policy, which can be deemed of importance
to the armed forces. In general terms, and apart from any particular military operations, the
armed forces of modern States are affected in various ways by cyberspace: ensuring cyber
security of military installations, cyber security in the field of military aviation, and the
evaluation of space objects are just a few examples. In its Strategic Concept of 2010, NATO
identified cyber threats as one of the emerging security challenges that the Alliance is facing.
NATO’s Policy on Cyber Defence of 2011 foresees cooperation with other international
organisations and with partner countries for a sustainable improvement of cyber security.
The legal framework governing the matters involved reaches far beyond the traditional areas
of military law. Therefore, a peacetime regime for cyberspace is indisputably a matter of
relevance for NATO.

From the perspective of networked thinking, a multi-disciplinary approach to the topic of
a peacetime regime for State activities in cyberspace is particularly important. In general,
before a certain situation can be assessed from a legal point of view, the facts of the case
must be scrutinised. Therefore, before describing the rights and obligations of States in
cyberspace under international law, this volume offers an overview of the technological
possibilities and challenges involved. The first part of the volume explains, inter alia, the
functioning of internet communications, aspects of anonymity and back-tracing of actors, as
well as the methods, tools and techniques of cyber defence and cyber operations. The second
and main part of the volume examines the relevance and applicability of various areas of
international law to cyberspace, ranging from human rights law to consular law and from
telecommunications law to environmental law. Finally, the volume provides an analysis of
possibilities for reaction in response to illegal cyber activities, assessing the potential of
cyber diplomacy as well as of economic, political and legal remedies as provided in the
system of international relations. Thereby, the volume forms a comprehensive basis for an
international discourse on a peacetime regime for State activities in cyberspace, including
the respective reaction possibilities, and therefore constitutes a valuable contribution to the
development of legal certainty, to inter-State confidence building and, ultimately, to the
maintenance of international peace and security.

Dr Dieter Weingéartner
Director of Legal Affairs
Federal Ministry of Defence
Federal Republic of Germany

Berlin
October 2013
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Introduction

Stability and security in international relations are preconditioned by predictability of State
behaviour. The latter requires a common understanding within the international community
with regard to the very core of applicable rules of international law, contemporary concepts of
international relations and diplomatic agendas. With regard to cyberspace, the development
of such a common understanding is in its early days. By offering a broad overview of the
relevant topics and proposing interpretive approaches, this volume aims to bring increased
clarity to this complex and important subject and to support further discussions within the
international community of States.

The choice of focus on peacetime is vindicated by the fact that the vast majority of
malicious cyber activities relevant to international relations occur during peacetime.
Worldwide, nearly 200,000 new malware samples are identified each day;* governmental,
commercial and private computers are being probed every minute and sometimes hacked
sucessfully. Additionally, the peacetime regime for State activities is, generally speaking,
not automatically suspended during times of armed conflict, but rather augmented or partly
amended.? This applies also to governmental activities undertaken in order to ‘maintain
or restore international peace and security’ as authorised by the United Nations Security
Council under its powers pursuant to Chapter V11 of the Charter of the United Nations.

For an interested reader who seeks to understand cyberspace and its technical components,
as well as its legal, political and diplomatic implications, the present volume is the first
comprehensive work providing such an insight.

To assist the reader’s orientation in cyberspace, the first part of this volume describes, in
a comprehensive but accessible way, the sociological features and technical aspects of the
internet and cyberspace. It explains the activities of State actors and their proxies, technical
methods for remaining anonymous online and for back-tracing hackers, common cyber
defence methods, techniques and tools, and the stages of hacking computer networks.
Importantly, the technical descriptions do not imply any insinuations as to the questions of
legality or political acceptability of the aspects described.

The second part offers an interpretation of public international law with regard to rights
and obligations of States in the cyber realm. The topics covered range from the notion of
territorial sovereignty in cyberspace through international aviation, space and economic

1 cf Help Net Security, ‘Nearly 200,000 new malware samples appear daily’ (news, 24 June 2013) <http://www.
net-security.org/malware_news.php?id=2521>.

2 Although the applicability of peacetime international law during times of armed conflict is a complex topic
deserving a lengthy assessment, in general terms, it can be asserted that peacetime international law applies
also during times of armed conflict, unless a particular regulation is overridden by a more specific regulation
of international humanitarian law or rights and obligations of States deriving from an international treaty are
suspended, be it because such a possibility is foreseen by the treaty in question (mostly requiring a formal
declaration of suspension) or because the applicability of the treaty, or specific regulations contained therein,
during an armed conflict is implausible. International relations concepts remain valid during armed conflict and
diplomatic relations are usually not suspended.
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law restrictions to matters of inter-State cyber espionage and the possible application of
principles of international environmental law to cyberspace. These chapters, offering
interpretations of international law as prescribing State behaviour in cyberspace, are
followed by a discussion about responsibility of States and international organisations for
internationally wrongful cyber activities.

The third part of the book elaborates on the interaction of States in cyberspace and on
governments’ means of counteracting malicious cyber activities. The agenda and challenges
of cyber diplomacy, a due diligence standard for cyber security, the means of economic and
political ‘cybered’ coercion, and legal remedies are presented.

The authors of the book are renowned experts selected from a wide range of backgrounds,
including academia, supranational and international organisations, governmental and non-
governmental entities, the civilian as well as the military sector. The diversity of disciplines
as well as the international composition of the group of authors is set forth in the different
citation styles used, following a selection of internationally acknowledged citation guides.
Importantly, all chapters of the volume were elaborated under academic freedom.

Although summarising a volume of such dimension would be a most difficult endeavour,
interestingly, three main recurring themes throughout all chapters can be identified.

First,although States are interconnected by the global internetand cyberspace, interdependent
in a globalised world and unified by joint goals and obligations deriving from a myriad
of international treaties and memberships in a vast number of international organisations,
the world order still rests upon a structure of sovereign States and coexistence of national
jurisdictions. The aspect of territoriality, specifically relevant to ‘cyber infrastructure’,
cannot be omitted in the context of cyberspace, and a ‘territorial link’ of activities still
shows unimpaired relevance in the realm of international law, international relations and
diplomacy. In this context, the predicted rise of a ‘cyber Westphalia’, strengthening ‘cyber
boarders’, relativises ‘cyberlibertarian’ ideals of the early days of the internet. Second, the
anonymity of online activities and the challenges of their attribution present another common
trail throughout the chapters of this volume. Anonymity may seem a curse and a blessing at
the same time. It denies identification of malicious actors, thus making deterrence policies
futile, the undertaking of diplomatic, political and economic reaction measures difficult,
and the application of legal remedies, e.g. countermeasures, impossible. At the same time,
anonymisation techniques protect businesses and their internal communications, provide
the necessary opaqueness for ‘cybered” coercion, allow the conduct of certain legitimate
State activities, e.g. covert online observation of criminals by police forces, and enable
the exercise of the human right to freedom of expression in oppressive countries. Third,
a new general trend elaborated upon or mentioned within diverse chapters of this book is
the recognition of a ‘due diligence’ obligation of States, either with regard to responsibility
for malicious cyber activities originating from their territory, or in the broader context of a
‘cyber security due diligence’.
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As every large volume, this book would not have been possible to compile without the
support and commitment of many others. | am indebted to the NATO CCD COE leadership
and administrative staff for all of their support. | give special thanks to my colleague
Kadri Kaska, an exceptionally insightful lawyer, to whom | remain most grateful for our
pleasurable discussions over contents, wording and punctuation; sharing our passion for
detail. Kadri’s support was invaluable in the course of editing this volume and | cannot
possibly praise her enough.

Last, but certainly by no means least, | would like to cordially thank all authors for their
superb contributions and their pleasant cooperation. Any further appraisal is left to the
reader, who can undoubtedly expect enthusing and appealing reading.

Dr Katharina Ziolkowski
(DEU-Civ)

Senior Analyst

Legal & Policy Branch
NATO CCD COE

Tallinn
November 2013
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About NATO CCD COE

The NATO Cooperative Cyber Defence Centre of Excellence (NATO CCD COE) is an
international military organisation accredited in 2008 by NATO’s North Atlantic Council
as a ‘Centre of Excellence’. Located in Tallinn, Estonia, the Centre is currently supported
by Estonia, Germany, Hungary, Italy, Latvia, Lithuania, the Netherlands, Poland, Slovakia,
Spain, and the USA as Sponsoring Nations. The Centre is neither part of NATO’s command
or force structure nor is it funded by NATO. However, it is part of a wider framework
supporting NATO Command Arrangements.

NATO CCD COE’s mission is to enhance capability, cooperation and information sharing
between NATO, NATO member States and NATO’s partner countries in the area of cyber
defence by virtue of research, education and consultation. The Centre has taken a NATO-
orientated interdisciplinary approach to its key activities, including academic research
on selected topics relevant to the cyber domain from the legal, policy, strategic, doctrinal
and/or technical perspectives, providing education and training, organising conferences,
workshops and cyber defence exercises, and offering consultations upon request.

For more information on NATO CCD COE, visit the Centre’s website at http://www.ccdcoe.
org.

For information on Centres of Excellence, visit NATO’s website ‘Centres of Excellence’ at
http://'www.nato.int/cps/en/natolive/topics_68372.htm.

XVIII


http://www.ccdcoe.org
http://www.ccdcoe.org
http://www.nato.int/cps/en/natolive/topics_68372.htm

Abbrevations

AdA o Airlines for America
AAC.....iiieeees Aeronautical Administrative Communications
AAIB ..o Air Accidents Investigation Branch

AAP .o Allied Administrative Publication

ACAS. ... Aeronautical Collision Avoidance System
ACHR ..o American Convention on Human Rights

ACL .o Access Control List
ADS-B...cooiiiiiiicc Automatic Dependent Surveillance — Broadcast
AEEC......iccii Airlines Electronic Engineering Committee
AES...oi Advanced Encryption Standard

AFDX oo Avionics Full Duplex Switched Ethernet
AFFINIC .o African Network Information Centre

AFTN L Aeronautical Fixed Telecommunication Network
AlS Automatic Identification Systems

AJIL i American Journal of International Law

AJP o Allied Joint Publication

Am. NI L. s American Journal of International Law

Am.U. Int’l L.ReV. ..cooocuvrinee American University International Law Review
AOC ... Aeronautical Operational Control

APC .o Aeronautical Passenger Communication

APCN .o Asian Pacific Cable Network

APNIC ... Asia-Pacific Network Information Centre

APP- et approximately

APT i Advanced Persistent Threat

ARF o ASEAN Regional Forum

ARIN oo American Registry for Internet Numbers

ARIO ..o (draft) Articles on the Responsibility of International Organizations
ARPANET ....coviiinieicins Advanced Research Projects Agency Network
AS s autonomous system

ASEAN. ..o Association of Southeast Asian Nations

ASL Agenzia Spaziale Italiana (Italian Space Agency)
ASIC ..o Application-Specific Integrated Circuit

ASLR ..o Address Space Layout Randomisation

ASR ..o Articles on State Responsibility (‘Draft Articles on Responsibility of States for

Internationally Wrongful Acts’)

XIX



ATM i Air Traffic Management

ATS Air Traffic Service

AU s African Union

BIOS ..ot Basic Input Output System

BIT e Bilateral Investment Treaty

BNSC...ooviiiiinerreceis British National Space Council

BRICS......oorrreeeeeens Brazil, Russia, India, China, South Africa

Brook. J. INt’I L. Brooklyn Journal of International Law

BSl .o Bundesamt fiir Sicherheit in der Informationstechnik (Federal Office for
Information Security, Germany)

BYIL .o British Yearbook of International Law

C&C...oviiiiiiiiincc, command and control

CAISR ..o command, control, communications, computers, intelligence, surveillance,
and reconnaissance.

CA e Certification Authority

(07; OO circa, approximately

CAPTCHA ..o Completely Automated Public Turing test to tell Computers and Humans
Apart

CBMS....coviiierrieccerne confidence building measures

(07 =\ Comité Européen de Normalisation (European Committee for
Standardization)

CEPC. ... Civil Emergency Planning Committee

CEPRRT ..ot Civil Emergency Planning Rapid Reaction Team

CERN ..o Conseil Européen pour la Recherche Nucléaire (European Organization for
Nuclear Research)

CERT oo Computer Emergency Response Team

CETS .o Council of Europe Treaty Series

Cfe confer, compare

CFE Treaty.....ccoovvvcvvninnnn. Treaty on Conventional Armed Forces in Europe

ClA e confidentiality, integrity and availability / Central Intelligence Agency

CICIR oot China Institute of Contemporary International Relations

CKC ot Cyber Kill Chain

CMX ittt Crisis Management Exercise

CNE ..o Computer Network Exploitation

CNES. ..ot Centre National d’Etudes Spatiales (National Space Studies Centre, France)

CNO.oiicnicrereecee Computer Network Operation

CNS s communication, navigation and surveillance

XX



COE ..ot Council of Europe

Colum. J. Transnat’l L.............. Columbia Journal of Transnational Law

COMPASS ..o Comprehensive Approach Specialist Support

COPUOS. ..o, Committee on the Peaceful Uses of Outer Space
COTS..oisseeece, commercial off-the-shelf

CPNI v Centre for the Protection of National Infrastructure

CRSIO ..o, Convention on Relations of States with International Organizations

(“Vienna Convention on the Representation of States in their Relations with
International Organizations of a Universal Character’)

Computer Security Incident Response Team
Center for Strategic and International Studies

Convention on Special Missions

Computer Science Network

CSR.cieteitee e corporate social responsibility

CSTO i Collective Security Treaty Organization

CVE .o common vulnerabilities and exposures

DARIO ..o Draft Articles on the Responsibility of International Organizations
DDOS ..o distributed denial of service (attack)
DES....oiiieeereeeeseee Data Encryption Standard

DHCP.....cooiiiiiicecccce Dynamic Host Configuration Protocol

DISA ..o Defense Information Systems Agency

DLR .o Deutsches Zentrum fiir Luft- und Raumfahrt (German Space Agency)
DME ..o distance measuring equipment

DMZ ..o demilitarised zone

DNS ..o Domain Name System

DNSSEC.......coooiiiieririienns Domain Name System Security Extensions

Doc. /dOC. ..o document

DOD....coiiiiiirierniee e Department of Defense

DPl i deep packet inspection

DSB...cooiiieiieiteeees Dispute Settlement Body (WTO)

DSWG.....ovviriiniieiceicinns Digital Security Working Group

EASA ..o European Aviation Safety Agency

EC s European Community

ECHR ..o European Court of Human Rights / European Convention on Human Rights
B0 i editor / edition

€d. GBN. e editor general

XXI



EDA ..o European Defence Agency

BAN. i edition
EEZ ..o Exclusive Economic Zone
B0/ .0, e exempli gratia, for example
EIF s Estonian Internet Foundation
EIIL oo European Journal of International Law
ENISA ..o European Network and Information Security Agency
ESA .o European Space Agency
etal o et alii, and others / et alia, and other things
BEC. oot et cetera, and so forth / and other(s)
et seq. /et seqq. .. «oeeeerrernenenns et sequens / et sequentes / et sequentia, and the following
ETS oo European Treaty Series
ETSH ot European Telecommunications Standards Institute
EU e European Union
Eur. 3. IntI L. e European Journal of International Law
EW oo Electronic Warfare
EWCA.....coicice England and Wales Court of Appeal (Civil Division) Decisions
L P L PO foliis, and following
FAA Lo Federal Aviation Administration
FAO ..ottt Food and Agriculture Organization
FAZ ..ottt Frankfurter Allgemeine Zeitung (Frankfurt General Newspaper, Germany)
[ = T Federal Bureau of Investigation
FCCoirnenenesieeeeeens Federal Communications Commission
FIRST oo Forum of Incident Response and Security Teams
FLTSATCOM ....coevnirieinininn Fleet Satellite Communications System
FMS o Flight Management System
FTP oo File Transfer Protocol
FYROM....oooviiiininicnis Former Yugoslav Republic of Macedonia
Group of Eight
Group of Twenty

Government Advisory Committee
Government Accountability Office
General Agreement on Trade in Services

General Agreement on Tariffs and Trade

Great Britain Pound

XXII



GCHOQ oo Government Communications Headquarters

GDP . gross domestic product

GEO .o geostationary orbit

GGE ..o, Governmental Group of Experts

GPA .o Agreement on Government Procurement

GPS .. Global Positioning System

Harv. InIL.J. s Harvard International Law Journal

HBO ..o Home Box Office

HEAT ..o high-explosive anti-tank (missile)

HIDS. ..o host-based intrusion detection systems

HTTP e Hypertext Transfer Protocol
HTTPS...ooiiceceee Hypertext Transfer Protocol Secure
HVDC......oiiiiiceceenes high voltage direct current

TAA oo International Academy of Astronautics

TADC ..o Inter-Agency Space Debris Coordination Committee
TANA Internet Assigned Numbers Authority

ibid. /0d. .o ibidem, in the same place

ICANN ..o Internet Corporation for Assigned Names and Numbers
ICAO ... International Civil Aviation Organization
ICCPR....ovireeeeeeeeeeennn International Covenant on Civil and Political Rights
1CT s International Court of Justice

ICMP .o Internet Control Message Protocol

ICPC ..o International Cable Protection Committee

ICLQ e International and Comparative Law Quarterly

ICTS it information and communication technologies
ICTY o International Criminal Tribunal for the former Yugoslavia
ID oo identification / identity

IDS.oiecee e intrusion detection system

18/ 1.8 o id est, that is

IEEE.......oieeees Institute of Electrical and Electronics Engineers
TETF e Internet Engineering Task Force

IFOR .ot Implementation Force

IG internet governance

IGF .. Internet Governance Forum

THL L international humanitarian law

XXI



THLR ..o international human rights law

ILC i International Law Commission

ILM/LLM. (e International Legal Materials

ILR o International Law Review

ILS e Instrument Landing System

IMF (e International Monetary Fund

IMO . International Maritime Organization

IMPACT ..ot International Multilateral Partnership Against Cyber Threats

Int’l J. L. & Info. Tech. ............ International Journal of Law and Information Technology

Int’l L. Comm’n YB ................ Yearbook of the International Law Commission

Int’I L. Stud. ..o International Law Studies

IP o Internet Protocol

IPS .o intrusion prevention system

IPSEC oo Internet Protocol security

IPVA. ..o Internet Protocol version 4

IPVB.....ooiiiniincinieieceeeeins Internet Protocol version 6

IPX ot Internetwork Packet Exchange

ISAF ..o International Security Assistance Force

ISATAP ..ot Intra-Site Automatic Tunnel Addressing Protocol

ISKE ..o Intelligent Systems and Knowledge Engineering

ISMS .o Information Security Management System

ISO/EC......oieniinicnieiniens International Organization for Standardization/ International Electrotechnical
Commission

ISPt internet service provider

ISR . intelligence, surveillance and reconnaissance

ISF L Rece Israel Law Review

ISISC .o Israel Supreme Court

[IS] 7N 2 SO intelligence, surveillance, target acquisition and reconnaissance

IT e information technology

ITLOS.....ooiiicinncieae International Tribunal for the Law of the Sea

ITRS oot International Telecommunication Regulations

ITU o International Telecommunication Union

ITU-D oo ITU Telecommunication Development Sector

ITU-R oo ITU Radiocommunication Sector

ITU-T o ITU Telecommunication Standardization Sector

IWG .o informal working group

IXP it internet exchange point

XXV



JAIrL. & Com. ..ccvvvvenne Journal of Air Law and Commerce

JE Asia&Int’l L....ccooevneee Journal of East Asia and International Law

KFOR ..o Kosovo Force

KGB.....ooieeeieeieeieeieeeeeeenn Komitet Gosudarstvennoy Bezopasnosti (Committee for State Security,
former Soviet Union)

KSAT ..ot Kongsherg Satellite Services

KSOR....ociiiereieeeeeeen Kollek)tivnye Sily Operativnogo Reagirovania (Collective Rapid Reaction
Forces

Latin American and Caribbean Internet Addresses Registry
Local Area Network

litera, letter

League of Nations Treaty Series

LOAC......ciiiiiiceici law of armed conflict

LOSC ..o United Nations Convention on the Law of the Sea
MIV oo motor vessel

MAC ... Media Access Control (address)
MAWA......oooiirnieeeeee Military Airworthiness Authorities

MFA ..o Ministry of Foreign Affairs

MEN Lo most favoured nation

MIilCyberCAP ... military cyber capabilities

MITM e man-in-the-middle (attack)

MIST oo Mexico, Indonesia, South-Korea, Turkey

MIT o Massachusetts Institute of Technology

MN .o marginal note

MOD ..o Ministry of Defence

MPEPIL ..o The Max Planck Encyclopedia of Public International Law
N s note / footnote

NLY. TIMES ..o The New York Times

NAC ..o North Atlantic Council

NASA ..o National Aeronautics and Space Administration
NAT oo Network Address Translation

NATO CCD COE.......cccceununune NATO Cooperative Cyber Defence Centre of Excellence
NATO ..o North Atlantic Treaty Organization
NDB.....oviiriiinienieniesieiens Non-Directional Beacon

XXV



NetBIOS ... Network Basic Input Output System

NGO..oiiiirieereees non-governmental organisation
NIDS....ooiiiieerreeeses network-based intrusion detection systems

NIST o National Institute of Standards and Technology

MM e nautical mile(s)

NNCEIP .o Non-Nuclear Critical Energy Infrastructure Protection

NO. oo number

NPS o nuclear power sources

NSA L National Security Agency

NSAU.....cooirinreess National Space Agency of Ukraine

NSF s National Science Foundation

NSENET ..o National Science Foundation Network

NSO .ot nuclear safe orbits

NSTAC ..ot National Security Telecommunications Advisory Committee
NWP 1-14M....cviviiniiinieenes U.S. Navy / U.S. Marine Corps / U.S. Coast Guard, The Commander’s

Handbook on the Law of Naval Operations (July 2007)

OAS .ot Organization of American States

(@] =101 b I Organisation for Economic Co-operation and Development
OP. Cit. o opere citato, in the work cited

(O 15101 T Organization for Security and Co-operation in Europe
OSH it open system interconnection

OSINT oot open source intelligence

P PP e page(s)

Pace INIL.R. ..o Pace International Law Review

PATA. e paragraph

PC oot personal computer

PCI oo Permanent Court of International Justice

PED ..o passenger electronic device

Penn. St. JL & Int’l Aff. .......... Penn State Journal of Law and International Affairs
PHP .o Hypertext Preprocessor

PING. ..ot Packet InterNet Grouper

POC ..o point of contact

PPM oottt product and production method distinction

8 SRR rule/rules

XXVI



R&D....oiiiiiiieec, research and development

RAM ..ot Random Access Memory

RAT Lo Remote Access Tool

RBN ..o Russian Business Network

RD e Router Discovery

TEU. cerreeerreereieeneieesnsee e registration

ReS. /RES ..o resolution(s)

TRV, oo revised

RFC.ooiieee s request for comment

RFDA ..o Revue frangaise de droit administratif (French Administrative Law Review)

RIAA/RILAA. Reports of International Arbitral Awards

RITKS Lo Riigi Infokommunikatsiooni Sihtasutus (Estonian State Info-Communication
Foundation)

RIPENCC ... The Réseaux IP Européens Network Coordination Centre

RIR oo Regional Internet Registry

ROA ... Remotely Operated Aircraft

ROP ..ot Return-Oriented Programming

ROV .. Remotely Operated Vehicle

RPAS ..o Remotely Piloted Aircraft System

RPV o Remotely Piloted Vehicle

RRS oo Radio Regulations

RRT oo Rapid Reaction Team

SACEUR ..., Supreme Allied Commander Europe

San Diego Int’l L.J......cccveenee. San Diego International Law Journal

SARPS. ..o Standards and Recommended Practices

SCO..iiiivc Shanghai Cooperation Organisation

S Cli e Supreme Court

SDF .. Self-Defence Forces

SDLC ..o Software Development Life Cycle

SDR..coree e Special Drawing Rights

SEC. ettt section

SE@ e Software Engineering Institute

SEI. it series

SESAR. ..o Single European Sky Air Traffic Management Research

SMS s Short Message Service

SOFA ..ot Status of Forces Agreement

XXVII



SOL i Structured Query Language

S-SDLC ..ot Secure Software Development Life Cycle

SSH ot Secure Shell

SSL. i Secure Sockets Layer

SSR e Secondary Surveillance Radar

STANAG ...t Standardization Agreement

SUA Convention ..........ccccceeue.. Convention for the Suppression of Unlawful Acts against the Safety of
Maritime Navigation

SUPPL. e Supplement

SWIFT o Society for Worldwide Interbank Financial Telecommunication

Syracuse L. ReV. ......ccceovvvrinne Syracuse Law Review

TalS oo The Amnesic Incognito Live System

TBT ottt Agreement on Technical Barriers to Trade

TCAS ..o Traffic Alert and Collision Avoidance System

TCP et Transmission Control Protocol

TERENA ..o Trans-European Research and Education Networking Association

TLDS..ooiiicrrrree e Top Level Domains

TLS e Transport Layer Security

o] T The Onion Router (initially an abbreviation; term of art)

TRIPS .o Agreement on Trade-Related Aspects of Intellectual Property Rights

TTL o Time To Live

UAS .o Unmanned Aircraft System

UAV Lo Unmanned Aerial Vehicle

UCS. i UAV Control System
UDHR....coiiiiirseis Universal Declaration of Human Rights
UDP ..o User Datagram Protocol

UHF e ultra high frequency

UK o United Kingdom

UKHL. oot United Kingdom House of Lords

UN e United Nations

U.N.B. Law Journal.................. University of New Brunswick Law Journal
UN Charter........ccoovvvererinns Charter of the United Nations

UN GA/UNGA ..o United Nations General Assembly

XXV



UNGGE.....cooiiiiiiccn United Nations Group of Governmental Experts

UNSC/UNSC....ccccoovuviirnne United Nations Security Council

UNCLOS......cooiviiciicies United Nations Convention on the Law of the Sea

UNDOALOS ..o United Nations Division for Ocean Affairs and the Law of the Sea

UNEP-WCMC .......cccoovvirnne United Nations Environment Programme — World Conservation Monitoring
Centre

UNIDIR.....oooiiiiiiiiciices United Nations Institute for Disarmament Research

UNMIK oo United Nations Interim Administration Mission in Kosovo

UNODA ..., United Nations Office for Disarmament Affairs

UNODC.......cccoiiiiiiiiiccine United Nations Office on Drugs and Crime

UNTS/UNTS. e United Nations Treaty Series

URL oo Uniform Resource Locator

US/TUS. s United States of America

USAID ..o United States Agency for International Development

USB...oiiiicsiccccs Universal Serial Bus

US.C. e United States Code

USCYBERCOM...........cccecuue. United States Cyber Command

USD ..o United States Dollar

U.S. Dept. of State Bulletin..... United States Department of State Bulletin

USS e United States Ship

UST. s United States Treaties and Other International Agreements

Utah L. ReV. ..o Utah Law Review

UUVS.cccs Unmanned Undersea Vehicles

Vol VS. e versus, against

Va. J. INT L. Virginia Journal of International Law

VCCR ..ot Vienna Convention on Consular Relations

V(01 D] = Vienna Convention on Diplomatic Relations

VCLT oo Vienna Convention on the Law of Treaties

Vill. L. ReV. .o Villanova Law Review

VIMS oo vessel monitoring system

VOIP .o voice over Internet Protocol

VOL. i volume

VOR ..ot very high frequency omni-directional range

VPN oo Virtual Private Network

Wall St J.eeeeeees The Wall Street Journal

XXIX



WAN ..o Wide Area Network

Wash. POSt ... Washington Post

WCIT o World Conference on International Telecommunications

WHO....coooiiiiiice World Health Organization

WIFT s Wireless Fidelity

WLAN ..o Wireless Local Area Network

WRC ... World Radiocommunication Conference

WSIS..coiiiieeeeee e World Summit of the Information Society

WTO o World Trade Organization

WWI s World War |

WWIL.cooiiiiicie World War 11

WWW / WWW ..o World Wide Web

YBILC ..o Yearbook of the International Law Commission

ZLW ..ot Zeitschrift fur Luft- und Weltraumrecht (Air and Space Law Journal,
Germany)

XXX






PArRT 1

INTRODUCTION TO CYBERSPACE -
SocioLoGIcAL FACETS
AND TECHNICAL FEATURES



PART |
Introduction to Cyberspace — Sociological Facets and Technical Features

Christian Czosseck

STATE ACTORS AND THEIR PROXIES IN CYBERSPACE

1. Introduction

With the dawn of the Westphalian State system, States developed a perceived need
to monopolise hard power, especially the use of force. While this is certainly true in
the physical realm, recent times have seen States struggling as to how to secure this
monopoly in cyberspace.

Power can be defined simply as ‘the ability to influence others in their action’ (Keller,
2012).! This ability also includes eluding the influence of others. States can be seen
as the embodiment of this power, and their governments, of whatever kind, are the
ones using this power in pursuit of national goals and ambitions. Transferring this
concept to cyberspace, the term cyber power can be understood as the ability to act and
influence through, and by means of, cyberspace.? Present military, economic, cultural
or regulatory influence on or structures in cyberspace are at the same time the source
and expression of a State’s power (Keller, 2012).

In a similar way, Klimburg suggests that a State’s cyber power can manifest itself along
three dimensions:

1. integrated government capabilities, being the ability to coordinate operational
and policy aspects across governmental structures,

2. integrated system capability, being the ability to create coherency of policy
through international alliances and legal frameworks, and

3. integrated national capability, being the coordination of the activities of non-
State actors (industry and social society) in a State and within a State’s own
structures (Klimburg, 2011).

Over time, States have approached these dimensions by different means and methods,
and have achieved different levels of success in each of them. While States, in general,
do have reasonable control over the first dimension, the second already has its limitations
because of the global nature of cyberspace. Here, States are confronted with the fact that
single-State approaches commonly do not achieve the necessary impact on a global scale.
Global coherence is needed to solve some of the prevailing issues in cyberspace such

1 According to Keller, power can be further classified the way that hard power primarily resists on force and soft
power is the use of methods like persuasion or co-option by means of diplomacy, social or economic incentives.
I these two forms are combined well for a given situation, one can speak of smart power.

2 A more military-centric definition is provided by Kramer, Starr, & Kramer (2009), who define cyber power as
‘the ability to use cyberspace to create advantages and influence events in all the operational environments and
across the instruments of power’.
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as the one of (technical) attribution of (malicious) cyber activities, or the threat posed
by transnational organised cyber crime, which is strongly intertwined with questions
of data protection and freedom of speech. However, this coherence generally cannot be
enforced by a single State on others, and common understanding as well as alliances
are needed. It is especially the last dimension of ‘integrated national capability’ where
major differences can be seen between the approaches of Western and other States.
Some of these differences result from different cultures and history.

This chapter discusses ways of building State power in cyberspace, either directly, e.g.,
by the development of dedicated national capabilities and the use of existing elements,
or indirectly by the use of proxies of different types. A proxy shall generically refer to
all sorts of non-State actors, and it shall be of no significance whether a State publicly
acknowledges the use of a particular proxy or not.

[The] ‘whole of nation’ approach to security policy — the joint integrated
application of state (whole of government) and non-state (business and civil
society) efforts to attain common objectives — has only recently begun to be
applied in US [United States] government circles. The West, and the United
States in particular, has been relatively slow to realise the importance of
integrated national capabilities in cyber power. Russia and China both have
highly capable and highly visible non-state cyber capabilities that interact with
their governments. (Klimburg, 2011)

Knowledge about major types of non-State actors, their capabilities and their primary
motivations builds the basis for introducing the most important forms of State-use of
non-State actors.

The rise of the internet to a global, seemingly borderless and, to some extent, even
lawless network of interconnected networks gives a dramatic amplification of power to
its users. As a result, some groups of non-State actors have independently acquired cyber
power to an extent that they can challenge States in cyberspace. To better understand
how the many groups of non-State actors emerged, it would seem helpful to point to
one particular challenge in cyberspace: the difficulty in tracking a malicious activity
back to its source, ultimately granting anonymity to those sources of malicious actions.
This challenge of attribution has many reasons, the technological ones being the most
pressing.

The technology and the fundamental concept of the internet as we know it today is
originally based on a mid-20th century military project® to create a communication
network highly resistant to disturbance to communication and was developed at a time
when security between (and especially authentication of) communication partners was

3 Atthe end of the 1970s, the Advanced Research Projects Agency Network (ARPANET) was one of the very first
operational networks of the name giving agency, part of the US Department of Defense (Marson, 1997).
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not considered necessary. With the rise of the internet, developing into a global commons
enabling communication between literally everyone, cyber attacks can nowadays be
launched from any place in the world.

Another reason is the easy access to anonymisation* and encryption technologies, as
well as the rapid growth of botnets.> Some possibilities for back-tracing arise if the
cyber attack uses means requiring a back-channel, as in cases of exfiltration of sensitive
information or a command channel in case of remote control features. Also forensic
analysis of seized equipment as well as reverse engineering, program style analysis or
comparison of code fragments used in the malicious software (malware) can provide
some indications. Still, in most cases, human mistake is the main reason for successful
attribution. Another chapter in this volume is dedicated to elaborating on the technical
challenges of attribution and the limitations of back-tracing.®

All this leads us to an unpleasant truth that a skilled and careful cyber attacker, be it
an individual, a group or even a State, can conduct malicious cyber activities from
anywhere, with a very small likelihood of being identified.

2. The Empowerment of Non-State Actors

Cyber actors have developed strategies or modes of operation built upon this anonymity.
As a consequence, the empowerment of non-State actors has been witnessed, leveraging
the global outreach and anonymity of the internet for their benefit. Hackers, (organised)
cyber criminals, hacktivists” and, to a disputed extent, cyber terrorists, have emerged
over time. To make a clear-cut distinction between them is, in many cases, futile, as
globally different definitions, legal frameworks and, more often than not, political
agendas lead to different assessments of the same action. In addition to this, the media
shows a tendency to push their own classification of events, sometimes even against
better knowledge (Farivar, 2009).

4 There are different technologies available to hide a digital identity (i.e. an IP address, a unique identifier of
every ICT system connected to and enabling communication through the internet, similar to an address for
postal services), by using a chain of proxies to establish a communication channel with packets riding along
this chain without leaving traceable evidence. There are different ways to achieve this with the Tor software (a
popular anonymisation software, which is even supported by US government in an effort to promote freedom
of speech), commercial proxy providers, and the use of botnets being the most common ones.

5 A botnet, a network of robots, consists of a special malware used to infect victim systems, including the
essential feature of enabling remote control over these systems via a so-called Command and Control (C&C)
server maintained by the botnet’s creator. If done on a larger scale (and some of them are even counting tens of
millions bots), a network of hijacked systems is formed and centrally controlled by the so-called botmaster, who
possesses impressive power (Czosseck, 2012).

6 See Mauno Pihelgas, ‘Back-Tracing and Anonymity in Cyberspace’ in this volume.

7 Hacktivism is an artificial word composed of the terms activism and hacking, and is said to be originally coined
by Omega, a member of Cult of the Dead Cow hacker collective in 1996, describing it as ‘the use of legal and/
or illegal digital tools in pursuit of political ends’.
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2.1 Hackers

The earlier stages of cyberspace saw the rise of so-called hackers; at this time, commonly
younger individuals, taking an interest in hacking® into information technology (IT)
services, primarily out of curiosity and the thrill of the challenge. Reputation was built
by hacking into visible or noteworthy targets, commonly resulting in access to stored
data on the hacked computer systems, often leaving some proof of having succeeded.

In the past, hacking was, most of the time, not a criminal act, as penal codes did not
include actions describing the act or effects of hacking. Rather, if investigations took
place at all, other norms, like the penalisation of copyright violation, damage to objects
or sabotage, formed the basis for law suits. The wider criminalisation of these actions
started around 1995, when several Western States introduced cyber crime legislation.
International harmonisation efforts are few in number, the Convention on Cybercrime
(Council of Europe, 2001) being one of the most significant.’

Figure 1.  The evolution of the hacker community.

Over time, the hacker community evolved into three major directions, as illustrated
in Figure 1. The community still exists, but the ideals and driving factors might have
changed and it is now difficult to make a clear-cut distinction between the different
groups.

8 Breaking into computer systems by circumventing security mechanisms (if actually in place) or the use of
vulnerabilities in the architecture or in products used in forming this computer system. Depending on the ICT
system at hand, the necessary skills for a successful hack can vary over the full spectrum from simple to highly
sophisticated.

9 Asof June 2013, all but two members of the Council of Europe have signed the conventions, with 11 not having

ratified it yet. A few other States, most noteworthy Australia, Japan and the US, have also ratified it (Council of
Europe, 2013).
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Often, hackers without a malicious intent are referred to as white hats or ethical hackers.?
With information and communication technology (ICT) and services becoming a global
market, securing those systems and services from all sorts of malicious activities also
became a lucrative profession, encouraging many to specialise in this area. Hacking
nowadays also refers to a particular skillset, which many in the computer security
business acquire to help protect customers from malicious actors. So called penetration-
testers (commonly shortened to ‘pen-tester’) testand challenge ICT security mechanisms
for their clients, with the ultimate goal of assessing and helping to improve the level of
security and resilience. Other technical security experts are commonly required to have
at least a basic understanding of hacking techniques in order to have a solid grounding
in the threats they are expected to deter. Many universities already include some levels
of hacking education into their curricula of IT-related studies, and researchers study
these methods from a scientific point of view.

The second group which emerged is called grey hats. These hackers often want to
support the wider community, making cyberspace more secure by using their skills
against wrong-doers. As they are doing it without proper authorisation and generally
without the consent of the targets of their actions, their behaviour can sometimes be
regarded as criminal; however, the grey hats justify their activities with the higher good
they want to achieve. An example is grey hats taking actions against botnets by trying to
infiltrate them and ultimately taking them down. Botnets are commonly regarded as one
of the major global threats and central instruments for most of the malicious activities
from which internet-connected parties are suffering (Plohmann, Gerhards-Padilla
& Leder, 2011). If the infiltration of the botnet command and control infrastructure
is successful, one can take over a botnet and try to identify all the infected victims
of the botnet, with the aim of later informing them of the fact that their computers
were infected (Leder, Werner & Martini, 2009). Alternatively, an uninstallation of
the malware from the infected computers could be initiated and a patch distributed so
that a later re-infection might be prevented. As all these actions would require access
and manipulation of another’s computer systems (without their consent), it is in most
cases regarded as a criminal act, and leads to further liability questions in case the
disinfection process shows side effects. Another example of grey hat activities is to
challenge the security of (random) companies by hacking into their computer systems
and often also declaring their success publicly. But, in contrast to hackers with malicious
intent, grey hats contact their victims, informing them that they had a vulnerability in
their IT defence. The grey hats might even share the necessary information as to how to
eliminate these vulnerabilities for good.

10 The International Council of Electronic Commerce Consultants is the self-described world leader in IT security
courses, which established and successfully markets the Certified Ethical Hacker programme to train security
experts in the arts of hacking for public good (EC-Council, 2013).
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Others use such knowledge to blackmail their victims, which leads into the last sub-
culture of hackers introduced here, often referred to as black hats.* Members of this
community use their skills and knowledge primarily for personal gain, from earning
a reputation for having done something of (malicious) significance, to illicitly earning
money by stealing information of importance or blackmailing others by denying
services important to them.

2.2 Organised Cyber Crime

Around the end of the 20th century, because of major investments and successful
improvements in IT security, the level of skill required to successfully penetrate the
security of protected ICT systems increased dramatically. Furthermore, because of an
increasing number of people connected to the internet, many of them with a relatively
low level of ICT security awareness and often without appropriate protection, organised
cyber crime emerged, taking advantage of especially the latter group, and this changed
the game dramatically.

The lack of attribution and the transnational nature of cyber crime, in contrast to
the limited introduction of cyber crime legislation worldwide and (consequently) the
limited international cooperation in cyber law enforcement, encouraged the formation
of globally operating, organised cyber crime, which generates revenue of tremendous
magnitude. For example, the United Kingdom (UK) economy alone is said to suffer
from 27 billion GBP in damages and losses per year from cyber crime (UK Cabinet
Office & Detica Ltd, 2011). Others estimate the damage done to individuals globally to
be 388 billion USD annually (Symantec, 2011).%?

One of the most famous global cyber crime organisations used to be the Russian
Business Network (RBN), which was considered ‘the baddest of the bad’ by the journal
The Economist (2007), and has been the only cyber crime organisation so far to be
recognised as a major threat by the North Atlantic Treaty Organization (NATO) (The
Daily Beast, 2009). Back in 2007, RBN accounted for approximately 40% of the global
cyber crime turnover, considered to be more than 100 billion USD (Klimburg, 2011).

What makes organised cyber crime important, and this is shown with the example of
RBN, is that for quite some time they had been the de facto provider of all sorts of

1 Despite the similarity in names, the well-known ‘black hat’ conference is a legitimate event, which ‘bring][s]
together thought leaders from all facets of the infosec world — from the corporate and government sectors to
academic and even underground researchers’ (black hat, 2013). Most of them would not be classified as black
hats in the sense presented here.

12 Measuring the cost of cyber crime highly depends on which costs — criminal revenues, direct or indirect losses
and defence costs — are taken into consideration and, as such, the sum can vary significantly depending on the
concrete choice made. Levi (2012) provides a very detailed breakdown of these costs by type.
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tools, technologies and intelligence® necessary for malicious cyber activities, such as
malware,** exploitation packs,® rootkits! or botnets to name a few. Over the last two
decades, an underground economy evolved where anyone interested was able to acquire
the latest malware technology, or even services, from cyber criminals for a relatively
low fee. Many of these products come with licence schemes, infection guarantees,
update services and 24/7 support lines, bringing the barrier to enter the realm of cyber
crime down to a level where even individuals with limited knowledge about computer
science or hacking can join in (see, e.g., the example of the Russian underground market
in Goncharov, 2012).

2.3 Hacktivism

The availability of this malicious technology is an enabler for another group of actors:
hacktivists. In contrast to cyber criminals, hacktivists, who are commonly individuals or
groups of individuals, conduct cyber attacks primarily for political reasons rather than
monetary ones (Denning, 2001; Ottis, 2010). Hacktivists tend to select targets with high
visibility which they see as appropriate to deliver the intended political message. As for
the commonly missing monetary incentive in target selection, organisations from the
public or private sector alike are likely to become victim to hacktivist attack campaigns,
often being hit unprepared (Czosseck, Ottis & Talihdrm, 2011). As a preferred method
of choice, launching Distributed Denial of Service (DDoS)" attacks to deny internet-
connected services or defacing'® websites are the two most commonly seen techniques.

Looking at the skills present with individual hacktivists, it is difficult to make a general
assessment. The level of skill and internal organisation (including command and
control) varies greatly between the various groups of hacktivists seen so far.

Offering a more generic approach, any hacktivist group might display the following
characteristics. In most cases, some form of a core unit is present, giving the whole
group its mission, setting the aims, and often executing a certain degree of control over

13 This is true in particular for the discovery of vulnerability in software products necessary for the development
of exploits to circumvent security mechanisms.

14 Malware, an artificial word for malicious software, commonly refers to software developed and deployed to
conduct malicious actions, such as stealing sensitive information or abusing infected computers by making
them part of a botnet.

15 An exploit is the part of malware developed to penetrate a victim’s computer security by abusing a known
vulnerability. The cyber crime underground market offers stand-alone software bundles to automate the act of
exploitation and sells it in form of so-called exploit Kits, often with update services and support channels.

16 Rootkits are a special type of malware to establish a persistent and undetectable foothold in an infected
computer system.

17 Distributed Denial of Service (DDoS) attack is a method commonly applied by the use of botnets to create vast
amount of traffic and direct it to a victim ICT system to the end that this system is overwhelmed and does not
operate properly, effectively denying access to the service provided by the attacked system.

18 Web defacement is an act of hacking: a website is accessed and parts of it changed to the extent that, e.g.,
pictures or messages of offensive or political nature are shown without the consent of the website’s owner.
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the rest of the hacktivist group. At least some members of this core group show decent
technical skill to the extent that they can (from a technical viewpoint) select meaningful
digital targets, identify vulnerabilities for exploitation within them, and prepare sets
of tools for the whole group to conduct cyber attacks. Sometimes they even prepare
automated attacks to the extent that they are easy to use by everyone, e.g., by merely
clicking on a link or on a button provided on a website (clicktivism).

Around these central groups and their ideas or campaigns, supportive minds would join
in the activities. Here the spectrum can start with technically unskilled “followers’, who
basically use the prepared and distributed tools'® against the targets which have been
pre-selected.?’ At the other end of the spectrum, highly skilled people join, using their
skills to conduct their own exploitation and even extend the initially prepared set of
tools and attack vectors, opening up new options to the whole group. Sometime even
subgroups form, starting related but independent actions on their own. Here, the circle
may start again.

Despite the fact that cases of hacktivism had already been seen,? the following
developments can be named as fuelling the massive raise in hacktivist activities
witnessed over the last few years.

e The cyber attacks against Estonia in 2007 (see, e.g., Nazario, 2009) followed by
intense media attention around this particular incident, classifying it as the first
‘cyber war’ in human history (Landler & Markoff, 2007), created a cyber war
hype (Farivar, 2009). While the facts about this incident were not always correctly
reported,? this event made the point that a massive uprising of mere citizens can
indeed have an impact that a State might recognise as a national security incident.

e The rise of Anonymous (McLaughlin, 2012; Pras, Sperotto, Moura & Drago,
2010), including its offspring LulzSec, needs to be mentioned: united in the goal
of protecting the freedom of access to information and fighting all those who
are seen as challenging this right, they created a global community for those

19 Anonymous is frequently distributing and using a tool called Low Orbit Ion Cannon for conducting service-
denying cyber attacks; it is a simple tool (its name is referring to a certain weapon in the computer game
Command & Conquer) where, after entering a target’s IP address, all that is needed to execute the attack is to
hit the IMMA CHARGIN MAH LAZER’ button.

20 Anonymous, for example, is communicating its attack campaigns with pictures showing the IP addresses of the
pre-selected targets.

21 Early incidents include, e.g., the WANK computer worm used against NASA in 1989 (in protest of the Galileo
space probe, which was fuelled with radioactive plutonium), the Portuguese hacking group UrBaN Ka0s
hacking official websites of the Republic of Indonesia in 1997 (taking a stand for East Timor’s freedom) or
the ‘cyber war’ between US and Chinese hacking communities in 2001 (following a Chinese-American plane
collision).

22 |t is often claimed that, under the pressure of cyber attacks, namely DDoS attacks, the State of Estonia was
disconnected from the internet. In fact, Estonia, because of the fact that most of the relevant national services
were provided in the country itself, decided to disconnect from the internet by denying all incoming traffic and
successively re-established connection allowing only known good traffic to enter the country. Observed from
outside Estonia, this gave the impression of Estonia being disconnected (Tikk et al., 2010).
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supporting that idea. Besides a hard core of supporters who share the general
vision of Anonymous, many more are joining individual campaigns, depending on
whether they share the reasons behind the current campaign or not. Others are just
joining, based on available time or to be part of something greater.

e Another influential development can be seen in the introduction and rapid grow of
social networks like Twitter and Facebook, allowing an effortless global outreach
for everyone able to open a social network account and having enough followers.
Never has it been this easy to reach out to millions of people to make a statement. It
should be noted that it is difficult to draw the line between hacktivism as a form of
civil expression of political option (similar to a sit-in in the real world) and the thrill
of being part of a criminal action without the risk of being identified. Sometimes
it is, in the end, a political call, allowing a State to respond to such an incident
appropriately from no action all the way up to the most severe consequences for
the involved individuals.

* Another group worth being briefly introduced in this context is WikiLeaks. While
their methods are clearly different from those used by Anonymous, as they do not
deny access to internet services or deface websites to express a political opinion,
they share the core idea that the public should have the right to access (sensitive)
information. As such, making stolen documents available to a wider public, as
seen in the disclosing of 250,000 US embassy cables in 2010 (Leigh, 2010), can be
regarded as a form of making a political statement.

The real level of impact these actors have on States is debatable. Opinions range from
being primarily annoying without any substantial impact besides media attention, to
hacktivism manifesting as a new actor outside of direct State control, representing a
decent amount of soft power, enough to even influence States.

With regard to the economic impact, the so-called Operation Payback, against VISA
et al., gives an idea as to how serious the impact can be. In response to WikiLeaks
publishing 250,000 classified United States (US) documents, different banks cancelled
their service contracts with WikiLeaks with questionable supporting arguments, as the
US was applying pressure to not support WikiLeaks, which was financed by donations.
Anonymous stood up to this, launching Operation Payback against, among others,
VISA, PayPal and Post Finance (Correll, 2010a). In the end, the targeted companies
suffered from more than 37 days of downtime of their internet-connected services in
total (Correll, 2010b).

Going even further, the leak of classified documents is said to have been a crucial trigger
for the events in Tunisia in 2011. For some time, Tunisian citizens had been dissatisfied
with their government. The negative comments of US diplomats regarding Tunisian
officials, which were revealed by this process, put oil on the fire of these critical voices.
The State responded to this by means of censorship, which then brought Anonymous
to the stage, launching a DDoS and defacement campaign against the government and
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some private companies, in support of these critical voices (Ryan, 2011a). Some argue
(and Anonymous claims) that this chain of events and the involvement of hacktivists
(primarily Anonymous) might have played a central role in the events to follow,
ultimately ending in the Arab Spring movement with all effects yet to be seen (Ryan,
2011b). However, the majority opinion seems to be that the root cause for the events in
Africa lies in the societal and governmental issues, such as unemployment, corruption,
aging dictatorships or the contagion effect (Manfreda, 2011).

2.4 Industry

The development of the internet was a key driver for the globalisation of economies. At
the same time, the increasing demand for, and access to, internet-based services was a
driver for industry to invest into the global ICT infrastructure, and to build many more
local networks, resulting in a cycle of demand and growth.

With regard to this process, one should acknowledge that it is the private sector which
owns most of the global communications infrastructure, with the exception of countries
where the national internet service providers are State-owned or at least State-controlled.
In addition to this, an overwhelming majority of all products and services related to this
infrastructure are developed, produced and provided by the industry.

States do have a reasonable influence over ICT companies, which is twofold. On the one
hand, States have regulatory power, and can enforce compliance with rules and laws
they pass. On the other hand, they have a reasonably large influence on industry because
of their own purchasing power. This is amplified if groups of States, such as member
States of NATO, are looking to harmonise their (military) ICT systems and, with this,
set standards for other States in the group to follow.

While self-developed software was more widespread in the second half of the last century,
budget constraints and the need for interoperability and standardisation encouraged
many States to turn to industry for commercial off-the-shelf (COTS) products with little
to no customisation. For example, for weapon technology, nowadays it is not the State
but the specialist industry which is at the cutting edge of science and development, and
States are becoming their (privileged) customers.

As a consequence of this development, it is again the industry which has a de facto
monopoly on the ICT defence technology used to protect cyber assets from cyber attacks
all over the world.? It is also the industry which, in this process, gained access and
accumulated a tremendous amount of intelligence data, and derived from it knowledge

23 To illustrate this with one example: the global market for malware protection software is divided among 30 to
40 companies (ShadowServer, 2013), of which seven companies hold nearly 80% of the market share (OPSWAT,
2012). The fact that currently nearly 200,000 new malware samples are discovered each day (Help Net Security,
2013) gives the impression of the very high barrier to overcome for anyone interested in establishing similar
capabilities.
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about all sorts of cyber activities, primarily with a focus on malicious actions. All key
players in the IT (security) industry, such as Microsoft (as the world dominant operating
system provider for end-user computers), Cisco (as the most important supplier of
network devices), all major providers of malware protection products?* and volunteer
organisations like Shadow Server,® have built up their own global sensor networks
to detect, collect and analyse malware, and to identify sources of malicious actions.
Cisco claims to be able to see and analyse about 70%2 of all global internet traffic, thus
disposing of an extraordinary basis for gathering intelligence on all sorts of activities on
the internet. By this, such industry actors became an important source of information,
and States might be assumed to take advantage of this.

Turning attention to the means and actions more relevant to offensive cyber activities,
industry has a long history of corporate espionage. While it would go too far to say
that it is common practice, it is still safe to assume that there has always been a decent
number of industry actors who leveraged different methods and levels of intelligence
work in an effort to acquire information about, e.g., intellectual property, business
strategies and price offers in bidding situations, ultimately to acquire a competitive
advantage. As with State espionage, the increasing penetration of ICT into every aspect
of modern society has enabled new ways of conducting espionage, maybe even with less
risk, considering the problem of attribution elaborated above.

With the growing understanding within the public with regard to the importance of ICT
security, the increasing need to defend against the growing stream of cyber attacks,
and the start of the global cyber war hype accelerating this process even more, industry
increasingly started to deliver ‘special services’ which, in their very technical nature,
are quite similar to that which the cyber crime underground market is providing.

The recent increase in companies offering pen-testing services might serve as an
example of this. Another might be the deployment of custom malware for, e.g., law
enforcement purposes. An industry?” has formed to which States can turn and request
the development of special software intended for lawful interception of communication

24 Commonly referred to as anti-virus software, these products nowadays come as a suite of different technologies
bundling together malware detection, intrusion detection and prevention, firewall functionality and reputation
systems.

25 ‘Established in 2004, The ShadowServer Foundation gathers intelligence on the darker side of the internet. We
are comprised of volunteer security professionals from around the world. Our mission is to understand and help
put a stop to high stakes cybercrime in the information age.” (see https://www.shadowserver.org/wiki/).

26 Stated by Mr John Stewart, Senior Vice President and Chief Security Officer at Cisco Systems in his key
address on the occasion of the NATO Information Assurance and Cyber Defence Symposium 2013 in Mons
17-19 September 2013.

27 Gamma International is one of the well-established companies in this field. Its Chief Information Officer (CIO)
at the 4th International Conference on Cyber Conflict, in Estonia 5-8 June 2012, explained that the company
maintains a decent catalogue of vulnerabilities and suitable exploits so that it is able to bug literally every device
commonly available. He further explained that his engineers spend roughly 20% of their time fabricating the
desired custom malware, but have to spend the remaining 80% of their time ensuring compliance with the
relevant legal regime and, if applicable, the relevant court order to ensure the lawfulness of use.
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conducted over the internet.?® Other States might also leverage such services in the
context of State espionage. From a technical standpoint, this software is de facto
malware, using the very same technique to infect, hide and operate as the one produced
by organised cyber crime for their purposes.

A last domain where industry has developed a lucrative legal market, and where cyber
crime had already established an illegal one, is the discovery of vulnerabilities and
suitable exploitation. Many of the more sophisticated cyber attack methods require
knowledge about vulnerabilities in a product used in the victim’s ICT environment,
combined with the capability to ‘weaponise’ this vulnerability by the development
of a so-called exploit. The more widespread and the more securely written a product
is, the more valuable the discovery of a yet unknown vulnerability in these products
becomes. An example is the French company Vupen, a broker of these vulnerabilities
and exploits, which is reported to pay between 30,000 USD and 250,000 USD to anyone
who is willing to exclusively sell information about a hitherto undisclosed, exploitable
vulnerability, so called zero-day (exploits). Many companies and governmental services
hold subscriptions to companies like Vupen to get access to this knowledge, and Vupen
claims to earn 80% of its revenue from the US (Greenberg, 2012).

2.5 States

Looking at States as actors in cyberspace, there are three major fields of activity
commonly seen among all States.

2.5.1 State Actor: Law Enforcement

To ensure internal security is one of the fundamental goals of most States, which
commonly includes enforcing the rule of law or protecting citizens from crime. For
most internet-enabled countries, this naturally includes the enforcement of law also in
cyberspace. As technology evolves and enables new possibilities, the same is true for
crime and its adaptation to this development as already elaborated.

While up to the end of the 1990s, cyber crime had not received much attention
compared to other forms of crime, times have changed to the extent that, e.g., the US
Federal Bureau of Investigation (FBI) ranks the objective to ‘[p]rotect the United States
against cyber-based attacks and high-technology crimes’ third in their 2013 priority list,
immediately after the protection from terrorism and foreign intelligence efforts (FBI,
2013). It is safe to assume that most States with decent ICT penetration have, by now, set
up dedicated structures to investigate cases of cyber crime.

28 |t needs to be noted that most classical land line communication nowadays is in fact digital, routed over the very
same infrastructure as other internet communication.
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For most of these law enforcement structures, computer forensics and open source
intelligence capabilities are likely to be taken for granted. The need to intercept (also
encrypted) communication required many States to find technical and legal solutions
beyond simple wiretapping.? One way is to use the regulatory power States possess
over industry operating in their national markets, and legally require unencrypted
access to encrypted data.*® Another might be the use of special software to intercept
the communications already on the devices used by the culprits. This often requires the
development of software with the same attributes as malware and, as such, knowledge
and skills commonly not present in law enforcement agencies. As a consequence,
these agencies sometimes turn to specialised companies® on the market to write such
software. Other States are known to have built up their own capabilities to develop such
software.

In its fight against the challenges posed by anonymisation technology such as Tor*® when
used by serious criminal elements (e.g. child pornography traders), the FBI recently
took over a hosting service provider which was under suspicion of supporting this type
of crime. The website service was manipulated in such a way that the computers of
individuals browsing to this site using anonymisation technology became infected by a
small piece of well-crafted malware, a modus operandi commonly used by cyber crime
actors. This malware then sent information back to the FBI, enabling later identification
of these persons. This underlines that, in the fight against crime conducted by and with
cyber means, law enforcement agencies might use the very same technologies and
methods as cyber criminals but, of course, with proper legitimacy, aiming for different
purposes. The same notion of dual use becomes evident when turning to State-level
espionage.

29 Since the days of analogue communication, this is a standard routine for law enforcement agencies and most
States have established a legal basis to request support by telecommunication service providers if certain legal
requirements are met. Nowadays, the same is possible and required from telecommunication and internet
service providers, but the widespread use of encryption technology or distributed ways of communication like
Skype requires different approaches than just copying traffic.

30 See the example of Saudi Arabia and India vs. Blackberry, a company which entered the market with a promise
to its customers that all communication and messaging would be protected from eavesdropping by everyone,
including States. These States denied Blackberry’s new service access to their national markets (Emigh, 2010).

31 Besides the given example of Gamma International as a company dedicated to providing law enforcement
agencies with solutions to aid their investigations, there are many other companies doing the same, such as the
German Digi Task GmbH, which developed for the Bavarian State Police a program capable of intercepting
voice over IP and Skype communications as well capturing keystrokes and screen shots (VoR, 2011).

32 The FBI has a longer track record of the development of tools and systems to lawfully intercept communication,
among them Carnivore, deployed around 2000 and replaced since (McCullagh, 2007).

33 Tor is a free software intended to enable online anonymity by directing internet traffic through a voluntarily
built, free global network to conceal a user's location or access to internet services from anyone conducting
network surveillance. In its initial stages, it was sponsored by the US Naval Research Laboratory.
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2.5.2 State Actor: Intelligence Services

Espionage between States is a common and rather traditional activity which is an
internationally accepted State practice, even if the act as such is generally criminalised
in national legal systems. Intelligence agencies commonly leverage all means and
methods to acquire the desired information (Lewis, 2010; Pelican, 2012; Reuters, 2012).

With the global development of society towards the inclusion of ICT, intelligence
services were provided with a new set of possibilities to reach their aims. As for the
relatively safe and global outreach of espionage actions via the internet, many States
rapidly developed capabilities to operate in and via cyberspace, as well as to intercept
data sent over the internet, or broadly to spy on the internet looking for activities of
interest.

While public information about concrete capabilities of intelligence agencies is very
limited, the recent scandal initiated by Edward Snowden concerning the alleged actions
taken by the National Security Agency (NSA), enabling them to get access to all sort of
data stored in, or passing by, US territory and to decrypt most of this data if necessary®,
serves as a good illustration of what States with a decent budget and enough soft power
can achieve in this domain. Another example of the use of recognised ICT experts is
illustrated by the five year contract between the NSA and a world famous hacker and
security expert, Charlie Miller.®

2.5.3 State Actor: Armed Forces

Speaking about cyberspace as a battlefield and the development of military capability
requires a comment about the current cyber war rhetoric commonly used by the media
since the Estonia incident in 2007. In an indiscriminate manner, the term ‘cyber war’
refers to all sorts of malicious activities in cyberspace, giving little attention to the
established meaning of the term war, but rather increasing attention to the news to be
told by the press (Farivar, 2009).

Inall cases seen so far, a ‘cyber war’ (relying solely on means effective in cyberspace), in
the meaning of an ‘armed conflict’, has not taken place (Lewis, 2010). From a legal point
of view, the actions taken by individuals or groups of individuals have to be classified as

34 According to the documents and information leaked by Snowden, the NSA ‘[...] have focused on compromising
encryption found in Secure Sockets Layer (SSL), virtual private networks (VPNs) and 4G smartphones
and tablets. The NSA spent $255 million this year on the decryption program [...] which aims to “covertly
influence” software designs and “insert vulnerabilities into commercial encryption systems™ (Winter, 2013).
In the course of developing the global surveillance system Prism, major US companies, and some of the most
important global companies to provide widely used services and products, such as Microsoft, Yahoo, Google,
Facebook, AOL, Skype, YouTube and Apple, have been forced to allow NSA direct access to their data (Poitras
& Gellman, 2013).

35 Charlie Miller is considered one of the world’s best hackers and earned considerable recognition for these skills
in repeatedly breaking into Apple products in public competitions.

14



PART |
Introduction to Cyberspace — Sociological Facets and Technical Features

acts of cyber crime, which mostly also includes cases of hacktivism. Even in the often
referred to case of the cyber attacks against Estonia in 2007, Estonia’s official view of
these events has been that this was an act of crime rather than war (Tikk, 2009).

The earliest case of State use of cyber means against another State reportedly took place
in 1982, when a logic bomb was supposedly placed in a gas drilling equipment at a time
when the US assumed the KGB®* was stealing US drilling technology and equipment
for the sake of their own gas production. This ultimately led to the largest non-nuclear
explosion ever seen so far in Siberia (Russell, 2004; Safire, 2004). Furthermore, during
the first Iraq war, the US supposedly made preparations for cyber attacks along with
conventional operations, but never executed them because of the fear of unpredictable
side effects (Markoff & Shanker, 2009).

The probable first known case of an international conflict of a kinetic nature combined
with methods of warfare in cyberspace was the international conflict between Georgia
and Russia in 2008. The conventional operations seemed to be coordinated with actions
in cyberspace, even though they were conducted by cyber criminals and hacktivists
(Tikk, Kaska & Vihul, 2010).

The events in Estonia and Georgia were a major stimulus to the discussion as to how
to use cyberspace as a domain to engage with, and defend against, an adversary. But
not all States recognise cyberspace as an independent warfare domain, arguing, for
example, that, while ICT is an essential part of most modern (weapon) systems and,
as such, shows a high level of interconnection to all other warfare domains, it does not
have the independent nature to stand on its own (Keller, 2012). One might disagree
with this viewpoint that there are possible ways to project power upon someone else
only via cyber means. In the end, it is up to the States to establish their position and act
appropriately, as done, for example, by the US and Canada, which officially declared
cyberspace the fifth warfare domain (Starr, Kuehl & Pudas, 2010).

Even without the need to officially recognise cyberspace as a warfare domain, it is
beyond doubt that States are under pressure to develop military capabilities to operate
in cyberspace, to the extent that scholars have compared current State behaviour in
and about cyberspace with past cases of arms races, seeing strong signs of a new race
starting (Jellenc, 2012).

While at the beginning of the 21th century, only a few States®” were publicly known to
have started to develop military cyber capabilities, in 2011, as the research by the United
Nations Institute for Disarmament Research shows, about 32 States have included cyber
warfare in their military planning and organisations (UNIDIR, 2013). The US, China

36 The KGB, usually translated as Committee for State Security, used to be the main security agency for the Soviet
Union until the country’s collapse in 1991.

37 Billo and Chang (2004) offer a comparison of the cyber doctrines or equivalent documents for China, India,
Iran, North Korea, Pakistan and the Russian Federation as far as back as 2004.
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(Fritz, 2008; Kanwal, 2009; Krekel, Bakos & Barnett, 2009; Perry, 2007) and Russia
(Giles, 2011, 2012) are well known and commonly recognised for having developed
cyber warfare capabilities.

3. Possible Reasons for the Use of Proxies

One of the reasons for States’ use of proxies can be motivated by the lack of, or limited
access to, the technology and skilled individuals needed for States to build decent cyber
capabilities. Considering the current market situation where those with decent skills and
knowledge necessary to defend against sophisticated attacks or to conduct operations
in cyberspace are limited in number, States find themselves in direct competition with
industry for attracting such personnel, with the latter commonly offering salaries States
find hard to match. Additionally, the hunt for exploitable vulnerabilities necessary for
conducting intrusive cyber operations is an expensive road to go down. At the same
time, discovering these vulnerabilities and fixing them before they are ‘weaponised’
by others is an important activity for defenders of high security environments. Ways of
building a State’s cyber power as a combination of a State’s own capabilities and those
of non-State actors will be elaborated upon later in this chapter.

One could think of further motivations for States to consider turning to proxies. This
might be the case if, e.g., a State does not have any relevant cyber capabilities to achieve
the desired effects in cyberspace. Also, States might hope for proxies to conduct
operations in cyberspace independently from State’s own elements. The following will
introduce some theoretical reasons for States considering this option without pointing
to any particular one.

3.1 Testing New Methods while Denying Responsibility

A solution to the current challenge of technical attribution of malicious cyber activities
might need a global effort which seems unlikely to happen any time soon. Some even
argue that improved regulation of cyberspace might not be favoured by States today, as
a more or less unregulated cyberspace gives them more room to explore new ways of
projecting power, ultimately supporting their goals (Fritz, 2008). The lack of worldwide
implementation of cyber crime legislation and the deficiencies of international
cooperation in cyber law enforcement actions are some of the crucial issues facilitating
the prevailing threat by organised cyber crime and the threat of hacktivism.

Under these circumstances it is theoretically possible to think of a State, or a sufficiently
influential non-State actor, to choose a proxy to execute a cyber operation in its place,
with the strategic goal of testing the level of quickness, efficiency and coordination of
the defensive actions taken by the victim and the international community in general.

The Conficker botnet could serve as an example for this approach. In November 2008, a
sophisticated malware which combined many of the most advanced malware and botnet
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technologies present at that time, even introducing new ones, quickly spread globally
and is said to have infected up to ten million computers in total (Porras, Saidi & Vinod,
2009). Over the course of the next few years, an international community of global
actors, primarily industry actors and some law enforcement agencies, took an effort to
take this botnet down (Conficker Working Group, 2012). Despite all endeavours, every
time this group discovered a vulnerability in Conficker to take it down, a new variant
was released fixing this flaw, rendering the take-down attempts futile (Porras et al.,
2009). It is interesting to point out that, while some collateral damage® was caused,
Conficker did not have any malicious payload and was not used for actions commonly
seen in a criminally motivated case of botnet infection, such as stealing information or
conducting attacks via the established botnet. Some speculate that the creators of the
botnet endeavoured to test the level of resilience of the Conficker botnet against take-
down attempts, together with studying the response of the international community and
its effectiveness. Whether Operation Conficker was conducted by a State, organised
cyber crime or another powerful non-State actor has not been (officially) discovered so
far, but all these types of actors would have the necessary skills and financial resources
to develop and launch a botnet of this level of sophistication and keep the international
community engaged for more than a year.

3.2 ‘Use’ of Hacktivists and Cyber Criminals as a (Deniable) Force

It should be mentioned that in theory there are possibilities to use proxies for actions
many States might consider hostile acts, while others might come to a different
conclusion. Theoretically, a State could consider taking advantage of cyber crime actors
or hacktivist groups in the area of its interest to conduct cyber actions as their proxies or
with their support. The following are some theories on reasons for such a use of proxies:

» Some hacktivist groups and organised cyber crime elements represent reasonably
powerful non-State actors, capable of launching malicious actions on a scale that
might even become a threat to national interests. A State might find itself in a
position where it is not able to block these elements to a reasonable degree and, as
such, accepts it, turning the situation to its advantage by using these elements to
carry out a State mission, or using them as a source for recruitment, getting access
to the intelligence collected by them, or acquiring technology relevant for cyber
operations that was developed by them.

* Itmight happen that some cyber criminals and especially hacktivists share common

goals with the State in which they are located. Such a State might understand
the actions by these elements aimed at others as patriotic acts in support of the

38 This damage was primarily a side effect resulting from the techniques used to establish a persistent foothold on
the infected IT system.
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nation’s wellbeing and, as such, would be less critical towards them than it would
be in cases of, e.g., common criminal acts.

e There are commonly known regions with an increased amount of cyber crime or
hacktivist activities. This fact might encourage a State to consider using cyber
crime elements located in a region not affiliated with the State as a proxy for its
own interests. This might result in false accusations from, e.g., the media or the
public with regards to the responsible actor behind the activity coming from the
region in question.

< Finally, some States might tolerate hacktivists or cyber criminal elements to some
extent, as they might exert some level of pressure on other parties such as non-
State actors, which the State does not favour.* Or they might generate some level
of digital nose, drawing others’ attention away from cyber activities a State might
want to conduct without being detected.

4. A Toolbox to Build Cyber Power

With the main actors in cyberspace and some possible reasons for using proxies
introduced, it seems appropriate to consider four dimensions along which a State can
build up its cyber power:

1. it can build up State-owned capabilities,

2. itcanrely onthe industry to deliver the needed capabilities in the form of services,
or by contracting highly skilled individuals,

3. it can build upon and encourage volunteers to aid the State in times of need, and
4. intheory, it can use existing elements of cyber crime or hacktivism in its favour.
These dimensions, as illustrated in Figure 2 infra, are not exclusive. Different States are

likely to engage along these four dimensions to a different extent, and more forms may
evolve over time.

39 It is, e.g., known that cyber criminals are trying to damage the operations of other cyber criminals, e.g., by
stealing botnets from each other. One might argue that this behaviour results in less efficient cyber crime as a
whole, as it is wasting resources cyber criminals would otherwise use to conduct malicious actions against their
victims.
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Figure 2. The four dimensions to build State cyber power.

In the following, the four archetypes depicted in the figure shall be introduced.

4.1 The “Western Way’: Capability Building and Contracting

For most Western States, the use of criminal elements is not an option. Instead they seek
to mobilise and organise already existing national resources, primarily in the form of
the industry providing ICT services, or national critical infrastructure providers. It is
the latter who are likely to, in the end, suffer from the effects of cyber attacks against
a State, if not suffering already,* and thus realise the need for better protection by, and
cooperation with, the State.

States have developed different instruments to engage with the industry, such as
voluntary cooperation programmes to facilitate sharing of information on threats or
about attackers, best practice exchanges and consultation among industry and between
industry and the State, and encouraging common anonymous reporting of security
breaches by the private sector to an appropriate national authority. Sometimes private-
public partnership initiatives are launched to share burdens, such as costs, to deliver
public services by industry, or to initiate and encourage an activity which would lead to
an industry-only programme later on.

40 One industry sector commonly regarded as part of national critical infrastructure is the banking sector, which
has for some time already recognised the threat posed by cyber crime activities to their business.
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In the context of the changing threat landscape, some States have established dedicated
organisations, such as the UK with the Centre for Protection of National Infrastructure
(2013), or integrated national responsibilities for critical information infrastructure
protection into an already existing organisation, as carried out in the US with the
Department of Homeland Security (2013). Others use already existing structures and
increase their efforts, starting new, dedicated programmes such as the Federal Office
for Information Security (2007) in Germany with its critical infrastructure programme
implementation plan, including an ICT-related section ‘UP KRITIS’. Similar
programmes were initiated in the context of supranational organisations such as the
European Union which, in the context of fighting cyber crime and with an increasing
focus on the protection of critical infrastructure, launched a series of initiatives such
as the EU Initiative on Critical Information Infrastructure Protection (European
Commission, 2007, 2011) or the European Public-Private Partnership for Resilience
program (European Commission, 2010). This plays a great part in establishing a
powerful and resilient national cyber infrastructure for a State and, as such, enhances a
State’s level of cyber power.

The cooperation between industry and (Western) States for intrusive options has already
been elaborated upon above and examples of the domains of law enforcement, espionage
and military were presented. This illustrates that Western States are frequently turning
to industry to buy specialised services if they are not able or willing to build the
necessary capabilities themselves.

4.2 The (Better) Use of Volunteers

Despite the fact that the internet is the result of a former military research network
to build a communication network able to operate even after major parts of it were
destroyed, the internet as we know it today is the result of efforts of a largely volunteer
community, forming an Internet Society (Klimburg, 2011).

One example is the Internet Engineering Task Force, a ‘large open international
community of network designers, operators, vendors, and researchers concerned with
the evolution of the Internet architecture” (Internet Engineering Task Force, 2013) with
no formal membership, which develops and promotes most of the essential internet
relevant technical standards. Another influential non-profit organisation is the Electronic
Frontier Foundation, aiming ‘to confront cutting-edge issues defending free speech,
privacy, innovation, and consumer rights today’ (Electronic Frontier Foundation, 2013).
In recent years, many more volunteer research and investigation organisations have
formed, such as The US Cyber Consequences Unit dedicated to assessing ‘strategic and
economic consequences of possible cyber attacks and cyber-assisted physical attacks’
(The US Cyber Consequences Unit, 2013). These investigators often focus on attacker
attribution and feel little restraint in going public with their hypotheses and investigation
results. In contrast to this, States have to consider the political impact of their accusations
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and often are not willing to reveal the sources of their information because of national
security concerns. It was, for example, Project Grey Goose (now part of Taia Global),
a self-defined ‘pure play Open Source Intelligence (OSINT) initiative’ (Project Grey
Goose, 2008) which collected and published reasonably dense situational evidence on
the commonly assumed control by Russia over the cyber crime elements engaged in the
2008 Georgian-Russian cyber incident (Krebs, 2008). The Information Warfare Monitor
Project, established in 2002 and closed last year (Information Warfare Monitor, 2012),
became famous for its investigation of the cyber espionage network GhostNet, set up
to spy on elements related to, or part of, the Tibetan government (Deibert, Manchanda,
Rohozinski, Villeneuve & Walton, 2009), later publishing detailed information on ‘a
complex ecosystem of cyber espionage that systematically targeted and compromised
computer systems in India, the Offices of the Dalai Lama, the United Nations, and
several other countries (Bradbury & Rohozinski, 2010), putting a spotlight on some of
the elements engaged in espionage and presumably located in China.

These examples highlight the presence of different, sometimes influential groups of
volunteers, often acting independently from States in an effort to contribute in a way
that they see as reasonable. Be it for publicity, or in an effort to support generally
shared ideals between these individuals and particular political systems, the groups of
investigators might prove increasingly powerful as an instrument against secretly State-
sponsored cyber attacks (Klimburg, 2011). The challenge lies in how to take advantage
of these volunteers from a national security perspective.

Estoniamight be one of the few States which has succeeded inincluding arather large part
of its national non-State ICT actors into its national cyber security framework. Since its
independence in 1991, Estonia has rapidly developed an ICT-friendly culture, willingly
and quickly embracing new technologies and services made possible by the internet.
As a result, Estonia developed a high level of dependence on information technology,
becoming a vulnerable target for State-wide cyber attacks. At the time of the 2007 cyber
attacks, initial State capabilities for cyber defence existed,* but the nationwide cyber
attacks Estonia suffered (Ottis, 2008; Tikk et al., 2010) were ultimately mastered by
the efforts of key industry players and volunteers, under the operational coordination
of the Estonian Computer Emergency Response Team (CERT). As this system of
actors proved successful, the community of volunteers gained official recognition and
increased support, and felt validated for their efforts and the obvious need for them
to help to defend their country against external threats. As a consequence, the Cyber
Unit as part of the Estonian Defence League (formally known as the Cyber Defence
League) was established, and Estonia introduced a legal and organisational framework
to include volunteers in the State’s national cyber security framework (Czosseck et al.,
2011; Estonian Defence League, 2013).

4 The Estonian national Computer Emergency Response Team (CERT EE) was founded in 2006, but at this time
had only a few staff members. Other dedicated agencies were not present.
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As recently reported, other States are exploring a similar approach, such as Austria
which, as one of the lessons identified from a national cyber security simulation game in
June 2012, is openly considering to establish a ‘volunteer cyber defence force™ to rely
upon in cases of national crises caused by cyber attacks (DerStandard.at, 2013).

4.3 People‘s War and the Inclusion of Everyone

To some extent, hacktivists could be considered a special form of volunteers and,
depending on the circumstances, some States might consider taking advantage of an
already present hacktivist community. Hacktivists, if in favour of a State’s goals, might
be able to support a State in peacetime by offering intelligence and knowledge they
might have acquired by their actions, or by offering their support in times of crisis. It
may be China which stands out most in its approach on how to use these ‘elements’ for
their good.

In public conviction, there is little doubt that a great amount of malicious activity
is conducted by the hacking community in China. ‘Of major cyber attacks publicly
reported since 1999, two-thirds or more were probably directly associated with hackers
in mainland China. Most media reports point out that these attacks are probably
non-governmental in nature, but often say that the hacking is officially sponsored’
(Klimburg, 2011). There are reports indicating® that China has enough influence on its
hacking community to speak of State-controlled rather than State-sponsored activities.

A central concept in China’s approach to defending its country against potential
invaders is its strategy of People’s War. The idea is that, by maintaining support by all
citizens for, and by including them in, the defence of the country, a potential invader
will be delayed and warned off by those applying guerrilla warfare strategies, giving
the regular forces the opportunity to ultimately defeat the invader. In early 2000, the
Central Military Commission increased its efforts to study this concept of People's War
under conditions of ‘informationisation’ (Kanwal, 2009), and recent developments seem
to prove that China is indeed successfully integrating this concept into its information
warfare capabilities. China has developed decent military cyber strike capabilities under
the adoption of its new Integrated Network Electronic Warfare Strategy which seeks to
cripple adversary’s C4ISR* systems at an early stage of a conflict (Krekel et al., 2009).

While this development might aim for preparing for future conflicts, it has two peacetime
applications with regards to the use of hacktivist elements. In an effort to meet the
intensive personnel requirements necessary to build up cyber warfare capabilities as

42 Freely translated from the Austrian term Freiwillige Cyberwehr.

43 In 2002, in anticipation of a reinflamed ‘cyber war’ between US and Chinese hacker groups as a sequential of
the one conducted in 2001 (Delio, 2001), the US prepared for a new wave of cyber attacks by Chinese hackers.
But it never happened, as ‘the government of China asked them not to do that’ (Hess, 2002).

44 Abbreviation for command, control, communications, computers, intelligence, surveillance and reconnaissance.
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envisioned, China has reached out to its civilian sector, incorporating people with the
skills needed. In this process, China has brought forth a complex system of actors of
industry, academia, cyber crime and members of China’s hacker community, with the
lines between them blurred to the extent that single members seem to frequently switch
roles (Klimburg, 2011).

Furthermore, it needs to be pointed out that, despite the fact that there is currently no
sign of an emerging conflict between China and some other State and, as such, China
should be considered as being in peacetime, the reality in cyberspace might look slightly
different. Besides the fact that many cyber attacks are coming from the Chinese internet
space, China is also suffering from a huge number of cyber attacks itself. As such, the
efforts carried out by China in pursuit of its military aim to build information warfare
capabilities, the concept of People’s War in cyberspace might already have been tested
on a daily basis.

4.4 Cyber Crime as a Way to Build Cyber Power

Similar to hacktivists and hacker communities, organised cyber crime elements could
be seen as a source of skilled individuals for further governmental cyber activities.

Like other States, Russia is believed to be steadily developing State-owned cyber
offensive capabilities. The first examples of these being successfully put into action
reportedly go back to 1998 where, in a series of hacks, a large number of confidential
files were exfiltrated from the US Department of Defense and the Department of Energy,
as well as from the US National Aeronautics and Space Administration (NASA) and
private organisations (Abreu, 2001). To further develop its cyber power and, at the same
time, get the upper hand on cyber crime elements in the country, Russia is believed to
have developed and is actively exploring new ways to take advantage of cyber crime
elements within the country, while frequently denying any relationship with them.

There are many examples where Russian interests have been allegedly supported by
elements of cyber crime without any official link to, or direct control by, the Russian
government. In the case of the Estonia incident in 2007, Russian hacktivists inside
and outside of Russia, as well as botnets said to be under the control of cyber crime
elements, at some point joined forces in supporting Russian interests by conducting
DDoS attacks against Estonian targets (Ottis, 2008). The same is believed to have
happened in 2008 during the Russian-Georgian conflict, where cyber attacks were even
coordinated with conventional military movements, indicating at least some decent
level of control over the officially independent non-State actors. Some reports indicate
even a direct attribution to Russia (greylogic, 2009). Furthermore, there are examples of
cyber attacks against critical media and opposition parties prior to elections (Nazario,
2009). While many cases show pressing circumstantial evidence, indicating at least
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some level of influence, or even control, by the Russian government, hard evidence is
difficult to find or might not be there at all.

It gives the impression that Russia is indeed tolerating cyber crime to a certain degree,
reflected in its limited or slow actions taken against cyber crime activities. At the
time, and in the aftermath of the 2007 cyber attacks against Estonia, law enforcement
cooperation requests by Estonia to Russian authorities, to identify attack sources in
Russia, were not answered (Ottis, 2008). The above-mentioned RBN (see section
2.2), which supposedly was shut down by Russian authorities in 2007 after pressing
international demands, seems still active in a more distributed network of organisations,
with the head of RBN said to be protected by the highest political ranks in Russia
(Klimburg, 2011).

Again, as in the example of China, cyber crime in Russia seems to be a potent source for
recruiting talent. And, as with the services provided by specialised industry in Western
States (and also in Russia itself), cyber crime offers a marketplace for products and
services enabling or supporting ‘customers’ in their activities (Jarrod Rifkind, 2011).

5. Conclusion

While State action regarding the internet was, for a long time, primarily driven by
economic considerations and the protection of personal data of citizens, the new
century saw a rapid and significant change in priorities towards acknowledging the
national dependency on information and communication technology. Nowadays, the
protection of ICT systems supporting the critical infrastructure of a State from cyber
attacks is a commonly seen priority for most States and, at the same time, is linked
with a global ‘arms race’ to acquire and increase cyber power and, with it, the ability
to project power by cyber means. But with an overwhelming majority of skilled ICT
professionals capable of properly defending or penetrating ICT systems being non-State
actors, States are left with the question how to get an edge against the industry, other
States and actors in the competition for this talent. States also have to realise that, when
it comes to questions of cyber power, many independent non-State actors exist who have
acquired some significant amount of power themselves, leaving States with the choice
to either coexist or deal with them. Activating slumbering or yet unconsidered national
resources and incorporating them for the State’s sake seems to be an area offering new
opportunities.

The ways States approach this challenge may differ significantly and could include
fostering volunteer actions by industry and civil society elements, the use of contractors
and industry services, and the development of State-owned capabilities. Some States
might even consider approaching cyber crime or hacktivist elements in this process. In
the end, every State will have to develop a system of cyber power compatible with its
legal, ethical and cultural norms.
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However, all the presented examples of States having succeeded in establishing an
relationship with non-State actors seem to have one common element, namely the
willingness of the non-State actors to support their State’s goals, be it for monetary or
ideological reasons.
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Mauno Pihelgas

BACK-TRACING AND ANONYMITY IN CYBERSPACE

1. Introduction

This chapter focuses on tracing back malicious actors who are trying to remain
anonymous in cyberspace. The aim is to describe possible ways in which they might
be operating to avoid detection and association with their true identity. Additionally,
different techniques will be discussed which could be used to identify and trace the
origins of malicious actors.

Cyberspace is widely used for online governmental services, business transactions
and personal communication on a daily basis. As a result, cyberspace is an attractive
target for a wide range of malicious actors, whether they are corrupt insiders, foreign
intelligence services or just curious computer enthusiasts experimenting with some new
tools found on the internet.

Everybody who uses any online services (e.g., shopping, banking) — including, more
importantly, administrators responsible for managing these essential systems — needs to
be aware of the risks that are involved. Technology nowadays allows malicious actors to
steal and transfer massive quantities of data while remaining relatively anonymous and
hard to detect. The proliferation of anonymisation techniques and malicious software
makes it difficult to attribute responsibility for computer network intrusions. Cyber tools
have enhanced the risk of economic espionage, and the intelligence community judges
that the use of such tools is already a greater threat than more traditional espionage
methods [1]. Meanwhile, the amount of effort and resources required for back-tracing
such attacks is increasing quickly. The security community is trying to deal with this
problem, but they will need support when it comes to the legal aspects of their activities
(e.g., whether or not it is legal to hack back to identify the attacker). In order to support
such endeavours, the present chapter aims to provide a basic understanding of the
technical aspects of computer networks, anonymisation techniques and back-tracing.

In the following, the basic terminology and technological background are explained
first (2). Then, different techniques for remaining anonymous in online activities are
introduced (3). Afterwards, possible ways of tracing the adversaries back to their origin
are discussed (4), along with some considerations of the challenges, risks and obstacles
involved in back-tracing. Finally, following a summary, some conclusions are drawn and
the author’s opinion is given as to how anonymity and back-tracing relate to attribution
and misattribution (5).
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2. General Background

This section introduces the basic concepts of cyberspace, in order to provide the reader
with the necessary technical background to understand the following chapters. The aim
is to offer general information without going into highly technical details of different
protocols and technologies where it is not necessary. As in every specific field of study,
it is first important to be familiar with some generic terms and expressions. Then a
description will be given as to how computers communicate across the network and
how can they be identified. Finally, the identification of different actors in cyberspace
will be discussed.

2.1 Terminology

In the field of cyber security, many of the terms are not unambiguously defined.
This chapter will be using some such terms and the following are the definitions and
explanations which apply here:

Hacker — malicious actors or attackers are often called hackers by the general public,
although, to avoid confusion, it is important to note that hacking purists refer to
malicious (‘black hat’) hackers as crackers [2]. By this convention, a hacker is simply a
computer security specialist who is committed to examining, developing and improving
computer systems. These specialists devote their time to learning the ins and outs of
systems upon which they are working. They are often called ‘white hat’ or ‘ethical’
hackers [3]. Although the distinction between the two types can sometimes be difficult,
in this chapter we focus on the malicious (black hat) hackers.

Attack — in this chapter the term attack is considered to be any attempt to destroy,
expose, alter, disable, steal, or gain unauthorised access to or make unauthorised use
of anything that has value to an organisation [4]. In this sense, an attack does not have
to succeed in order for it to be considered an attack. For instance, a person attempting
to log in to someone else’s account by guessing their user name and password could
already be considered as an attacker. Another example would be that a hacker launches
millions of bogus requests at a server, with the consequence of causing overload and
higher latency* for other users of this server.

Event logs — stored datasets consisting of event messages. Event logs are often called
simply logs. An event is a change in the state of the information technology (IT) system,
with some predefined importance (e.g., a malicious network packet is sent to the web
server). When an event occurs, the system could emit an event message that describes
the event. For convenience, event messages are often called simply events. Event logging
is a procedure of writing event messages to local or remote data storage [5].

1 Latency is the time delay between a request and response.
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2.2 Identification Features of Devices on the Internet

Computers on the internet have many types of identification features that are common to
all devices. Some of the more significant aspects that help to identify specific machines
on the network (e.g., the internet) are discussed in this section. For example, every
device (node) on the network must be assigned a unique Internet Protocol (IP) address
to effectively communicate with other devices on this network.

An IP address is an identifier for a computer or other network device during an internet
session. An IP data packet is the basic element of data transmission via the internet.
It comprises a header (containing information on the source, destination, status and
fragmentation of the transmitted data) and a payload (containing the transmitted data).
At the very beginning of the internet, IP addresses were statically assigned to particular
users (usually companies, organisations, universities and, rarely, to individuals). The
assignment of IP addresses or IP address ranges is now regulated by the Internet
Corporation for Assigned Names and Numbers (ICANN).? Since February 2005,
ICANN has delegated this task to five Regional Internet Registries (RIRs), i.e., regional
organisations assigning IP addresses. These are AfriNIC (Africa), APNIC (Asia and
Pacific), ARIN (North America), LACNIC (Latin America and Caribbean Region) and
RIPE NCC (Europe, Near East and Central Asia). Usually, an internet user receives a
dynamic IP address from the pool of IP addresses at the disposal of an internet service
provider (ISP), for that particular internet session only. After the internet session ends,
the dynamic IP address is released and can be assigned to another user of the ISP. The
so-called static IP addresses are mainly used by major corporations and other entities;
they are also available to individuals for a specific fee.

As already mentioned, every device communicating on the network does have an IP
address. In addition to regular desktop and laptop computers, nowadays many other
devices, such as mobile phones, tablet computers, printers, and television sets are also
capable of connecting to a network. In order to do so, they must have an IP address
assigned to them. Currently, there are two versions of IP standards used side-by-side: IP
version 4 (IPv4) and IP version 6 (IPv6).

2.2.1 1P Version 4 (IPv4)

At the time of the writing, IPv4 is still the most widely used networking protocol that
has been around since the beginning of the 1980s. In technical terms, IPv4 uses 32-bit
addresses, which means that over four billion (2%2) unique addresses can be composed

2 ICANN, the Internet Corporation for Assigned Names and Numbers bears global responsibility for ensuring the
stable and secure operation of the internet, as well as for coordinating the internet system of unique identifiers,
i.e., for the assignment of IP address ranges, DNS root zone, and other internet protocol resources. ICANN is
contracted by the US Department of Commerce to perform the functions of the Internet Assigned Numbers
Authority (IANA), which was executing the above-mentioned tasks directly on behalf of the US Department of
Commerce, and is now a department of ICANN [39].
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using this standard. IPv4 addresses can be expressed in many different ways. The most
common way of writing an IP address is the dotted decimal representation, which looks
like this: 192.0.43.10.3

Public IPv4 address space has been allocated by ICANN to various entities and registries
all over the world (see the list of RIRs in section 2.2 above). Furthermore, it is important
to note that there are some blocks (IP address ranges) which have been reserved for
use in private networks and other specific purposes. For example, private [Pv4 address
space has been reserved for the following address ranges: 10.0.0.0 - 10.255.255.255,
172.16.0.0 - 172.31.255.255 and 192.168.0.0 - 192.168.255.255 [6]. Any user may freely
use any of the private addresses, although the user still needs to avoid assigning the same
IP address to two or more different machines on the same network, because this would
result in an IP address conflict and these machines would not be able to communicate
properly on the network. To illustrate this, imagine two people with exactly the same
first and last names living together in the same apartment: they would both have exactly
the same address, so sending mail to one of them specifically would be impossible
without using any additional identifiers.

As mentioned above, IPv4, which is currently the dominant networking protocol on
the internet, provides approximately four billion IP addresses, which was considered
to be sufficient in the early days of the internet but has been officially exhausted since
February 2011, when all public primary address blocks had been allocated to different
RIRs [6]. This does not mean that are no IPv4 addresses available; large allocated IP
address spaces still contain smaller, unused blocks. Additionally, as mentioned above,
there are also some IP address blocks that are reserved for use in private networks
and these can be reused in every private network. For instance, a company can have
hundreds or thousands of computers and only use one external (public address space)
IP to connect to the internet. In this case the company’s external network router
masquerades the private addresses on the network and all the requests to the internet
seem to be originating from one particular IP.

2.2.2 IP Version 6 (1Pv6)

The exhaustion of IPv4 address space has not come unexpectedly. The issue had already
been addressed in the middle of the 1990s, when the Internet Assigned Numbers
Authority (IANA) put together an IPv6 Working Group which was responsible for the
specification and standardisation of IPv6 [7].

3 This IPv4 address corresponds to the domain name ‘www.example.com’.

4 A router is a networking device that forwards data packets between two or more computer networks. Based
on information from the packet headers, it directs traffic to the next network towards its ultimate destination.
Nowadays, many small office and home routers are also designed to offer many other functions (modem, web
server, firewall, etc.) in addition to just routing packets between networks.
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IPv6 uses 128-bit addresses, which results in a significantly larger address space (2!%
unique addresses). Similar to IPv4, there are some IP address blocks (ranges) that have
been reserved for special or future usage. A common representation of IPv6 addresses
is the hexadecimal format, which looks like this: 2001:0500:0088:0200:0000:0000:000
0:0010° or 2001:500:88:200::10 when abbreviated. Unfortunately, IPv4 and IPv6 are not
interoperable, so this has resulted in a complicated transition from IPv4 to IPv6. In many
cases, this means that IPv4-only devices cannot directly communicate with IPv6-only
devices. The first option is the use of tunnelling, where IPv6 packets are encapsulated
in IPv4 packets and transmitted over old 1Pv4 infrastructure, but this only enables end-
to-end connection between IPv6 hosts. A second option would be to use IP header and
address translation between the 1Pv4 and IPv6 protocols to facilitate communications
for different protocols. These two options are only meant as a temporary means to
aid the transition from IPv4 to IPv6. Finally, there are dual-stack networks, which are
able to operate IPv4 and IPv6 protocols in tandem; however, it may require significant
investment to replace the current network infrastructure with such devices. IPv6 has
slowly been making its way into common use and is becoming more popular every year.
However, judging by current trends, it seems that IPv4 will still be around for many
years to come [8].

2.2.3 Media Access Control Address

A Media Access Control address (MAC address) is a unique identifier assigned to all
network devices by the manufacturer. It is also often referred to as hardware or physical
address. The common representation of a MAC address is the hexadecimal format,
which looks like this: 84-34-97-20-56-E5 or 84:34:97:20:56:E5. The first three segments
are unique to the manufacturer of the device and the last three segments are unique to
the specific device interface. If a device has multiple network interfaces (e.g., wired and
wireless), all of them have a unique MAC address. Although MAC addresses may look
similar to IPv6 addresses, they are not to be confused with each other.

A MAC address is used for the communication of devices on one network segment.
This means that the physical address of a computer inside a local area network is not
communicated further from the gateway router to the internet. Externally, from the
internet, only the MAC address of the gateway router’s WANS® port can be identified by
the ISP. Thus, when it comes to MAC addresses, the information is only relevant at a
local or ISP level.

Furthermore, modern hardware usually allows the user to modify the MAC address
willingly; this technique is called MAC spoofing. This can be used to mask the actual
identity, or to intentionally fake the identity of some other device. For instance, some

5 This IPv6 address corresponds to the domain name ‘www.example.com’.
6 WAN is the abbreviation for Wide Area Network.
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ISPs only allow predetermined MAC addresses to connect to their network to prevent
misuse on the client side. When a client connects a new computer or router, they would
no longer be able to connect to the network and would have to contact the ISP to replace
the MAC address. Instead, some users use MAC spoofing and modify the MAC address
to be identical to the old device. However, this means that the old device cannot be
used on the same network with the same MAC address, as this would result in a MAC
address conflict.

2.2.4 Domain Name System

Domain Name System (DNS) is a naming system for resources connected to a network
(e.g., the internet). It is used to translate agreed-upon system names (domain names) to
IP addresses that are used to actually locate the resource on the network. DNS enables
the use of easily memorable domain names instead of more complicated IP addresses.
Consider the difficulty of remembering the different IPv4 or IPv6 addresses mentioned
in previous chapters in order to visit www.example.com or any other website on the
internet.

Domain names have a hierarchical structure that is separated by dots. In the example
(www.example.com) above, com is the top-level domain and example is its subdomain
(also called vanity domain’). Following this pattern, www is in turn a subdomain of
example.com. Usually www refers to the main website of some domain, but this is not a
fixed requirement. To clarify this a little further, take, for instance, some other domain
names like mail.google.com, es.wikipedia.com or support.apple.com. These all have
more elaborate names for their subdomain that takes the user directly to the website
they are trying to reach.

DNS is an attractive target for attackers because users heavily rely on it for most
operations on the internet. If attackers manage to insert falsified data into a DNS server,
it is then called ‘poisoned’. As a result, the server may start referring its users to a false
IP address that the attackers have set up to serve malicious content. For example, if users
type www.example.com into their web browsers, a request is then made to a DNS server
to resolve this domain name to an IP address. That DNS server would normally respond
with the correct IP address (93.184.216.119) of this website. However, if the DNS record
is manipulated, the server would refer the user to another IP address (website) which
the hackers control. If this website is made to look like the original www.example.
com, users would probably not even notice that something is wrong. Now, imagine this
happening to an online banking website where users would unknowingly enter their log

7 A vanity domain is a domain name that is specifically chosen by the registrants to portray their name, activity
or any other combination that might attract users to visit or easily remember them. For example, the domain
youtu.be is a shortened domain name that redirects the user to www.youtube.com.
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in credentials: malicious actors controlling the website would receive the user names,
passwords, etc.

2.2.5 WHOIS

WHOIS is a public query and response protocol that is used to query databases that
hold information about internet resources, such as domain names and IP address
allocations. The WHOIS protocol can be used to query an IP or domain name to
determine the responsible company, relevant ISP information or point of contact (POC)
for any problems regarding this address. The WHOIS utility is freely available on most
operating systems and can even be used online as a web service [9].

If an IP address is found to be the source of suspicious traffic, it can be queried using
the WHOIS protocol to identify the point of contact for this IP address. The response
usually contains the information of the registrar and the registrant. However, because
of privacy concerns, domain registrars often do not disclose all the information about
their customers when third-party or command-line tools are used. Instead, the WHOIS
information displays the registrar’s contact information or a referral to a website, where
another WHOIS query can be made to reveal more details (email addresses, phone
numbers, etc.). This website verifies (e.g., by using a CAPTCHAZ?) that the information
is requested by an actual human, not an automated computer script gathering POC
information. It is important to note that, even on this website, the WHOIS request is
still anonymous.

To give an arbitrary example, running a WHOIS enquiry for the domain of the Estonian
Ministry of Foreign Affairs (MFA) vm.ee reveals that the domain registrar is RIKS.® It
lists the name and phone number of the registrar. Additionally, the name of the registrant
and two specific persons are listed as POC for this domain. However, as mentioned
above, the command-line tools or other third-party WHOIS web refer to the web-based
WHOIS service from the Estonian Internet Foundation (EIF) www.internet.ee. From
the EIF website, the specific email addresses for different POCs are revealed.

Areport from ICANN, the managing body for the WHOIS directory, recently stated that
the WHOIS directory, which is currently anonymously available, should be shut down.
Although it can be a useful tool when lawyers have sought to determine the identity of
abusive registrants in domain disputes, ICANN has stressed that the DNS has become
far more complex than it was when WHOIS was introduced 25 years ago. Some people
in ICANN have even stated that WHOIS is broken and often inaccurate. Thus, they

8 CAPTCHA is an acronym for Completely Automated Public Turing test to tell Computers and Humans
Apart. It uses a challenge (typically a distorted or complex image) where the user has to respond to the system
and describe what is displayed in the image. The idea is that challenges like this are hard for computers to
automatically solve.

9 RIKS stands for Riigi Infokommunikatsiooni Sihtasutus (in English: State Infocommunication Foundation).
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have reached a decision that WHOIS, with its current design, should be abandoned and
a new system introduced to address these issues. Registration data should be collected,
validated and disclosed for permissible purposes only, with more sensitive data being
accessible only to authenticated requestors that are held accountable for appropriate use
of the information [10] [11].

2.3 Identification Features of Different Actors

There are many ways of identifying different actors operating in cyberspace, although
it may not be as easy as one would imagine. It largely depends on the proficiency of the
attacker and the amount of effort they have made to conceal their identity.

2.3.1 Proficiency of the Attacker

As already mentioned above, the proficiency of the attacker could be considered as one
key aspect of the overall difficulty of detecting the origins of the attack. In short, well-
experienced attackers would know how to organise professional attacks and hide their
tracks. Based on proficiency and motivations (e.g., financial gain, damage to reputation),
malicious actors could be divided into following categories [2]:

e ‘Script kiddies’ — this is a derogatory term for inexperienced computer enthusiasts
who use malicious tools available online to attack networks and deface websites
to gain fame.

e Black hat hackers — malicious hackers who break into different networks and
computers. They are always trying to come up with new kinds of attacks and
looking for vulnerabilities in the systems in order to gain access to them.

e Hacktivists — usually politically or religiously motivated hacker activists who
target corporations and governments, trying to expose their illegal activities or
simply exacting revenge for subjectively perceived wrongdoings.

e Criminal hacker groups — professional black hat hackers who are available for
hire, e.g., by corporations to infiltrate a competitor’s computer systems. They spy
on and perform attacks to sabotage the competitor’s business on behalf of their
clients.

 State funded hacker groups — hackers who are enabled and funded by governments
to spy on and target civilians, corporations and other governments. They are
potentially hired to control cyberspace on behalf of their government.

e Cyber terrorists — usually motivated by religious and political beliefs, these
hackers are attempting to spread fear and terror by claiming to disrupt critical
infrastructure services, such as water supply, electricity and communication.
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2.3.2 Information from the Media and the Internet

Hackers are often perceived as isolated individuals who prefer to act alone. However,
analysis from 2011 [12], based on monitoring interactions in hacker forums, have shown
that they are, in fact, quite social. Many of them are actively visiting online forums
and chat rooms to communicate with other hackers. They could be seeking fame and
glory amongst their peers for their achievements. Additional activities include sharing
knowledge, exchanging tips, and trading tools and stolen data (e.g., user names and
passwords, credit card data), etc.

Therefore, it can be inferred that monitoring these forums may provide security
specialists with some warning about when and what kind of attacks are being organised.
Moreover, after attacks have taken place, hackers could be bragging about their recent
actions or selling stolen data. It should be noted that hackers use aliases or the name
of their group instead of real names when posting any information on forums or chat
rooms. However, this information could prove useful when tracking the actions of
different hackers or groups. When the identity of one hacker is discovered, this could
potentially reveal other previous attacks as well.

2.3.3 Language and Unique Style

Sometimes the origin or nationality of the attackers can be guessed by the language
they have been using. Although most programming languages are implemented based
on English, there are some elements inside program source code that can be named
more or less freely by the author. Additionally, a well-written source code is usually
supplemented by comments from the author. These are optional notes included to
explain or improve later understanding of the code. If such elements are written in
another language, this could possibly insinuate the native language of the author.

Thus, if a malicious program or code snippet was recovered after an attack, there might
be some information that can point to the author of this program or code. For instance,
there could be some comments or a unique reference to the author of the program. It can
be helpful, even if it is just a nickname. Those nicknames could possibly be associated
with claims of successful hacks which have been made to the media and on the internet.

2.3.4 Unique Tools and Techniques

Hackers often create and reuse automated tools and malware for gathering preliminary
information about targeted systems: for instance, scanning for security vulnerabilities
and gaining access to these hosts by means of some detected exploit. However,
automated tools often leave patterns and signals that could potentially be detected when
the same tool pattern is detected again. When these tools are acquired and analysed by
malware specialists, some unique patterns or signatures could be discovered, which
might reveal the type and nature of the analysed tool. Subsequently, new signatures
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could be developed for intrusion detection systems and distributed to users. However,
this is not always possible; some cleverly designed tools might not be unambiguously
distinguishable from normal traffic patterns.

2.3.5 Action Patterns

Sometimes specific patterns are identified when it comes to the different attack stages
of hackers and hacker groups. This topic will be discussed in more detail in a dedicated
chapter in this volume.® However, it is important to note that attacks rarely take only
a few hours, as is often seen in movies. Instead, attacks often take days, weeks or even
months to plan and execute. Different stages of the attack are evened out across time to
avoid detection. Although sometimes quick attacks can be successful, they will be more
easily detected by any system defences, since they are more likely to cause anomalous
system behaviour and network traffic. There is some theoretical reasoning behind this,
e.g., when a hacker believes that the intrusion was detected (but is not yet blocked), the
hacker might be trying to extract as much information or inflict as much damage as
possible before security specialists are able to block access to the systems.

3. Anonymity

The term anonymity refers to remaining publicly unknown. In cyberspace, this can
also be associated with remaining private and protecting the identity of an individual
during online activity. Trying to stay anonymous online does not necessarily have to be
associated with malicious activity: most people and companies have plenty of reasons
to pay attention to the privacy and security of their online activity. Applying basic
methods of privacy can even protect regular users from hacking attacks; for instance, it
can be extremely helpful when using public wireless networks (e.g., at cafes, airports,
etc.), where there can be many curious individuals locally eavesdropping on the network
traffic.

3.1 Possible Uses for Anonymity

Many companies are already using a technique called virtual private networking (VPN)
to keep their data private on the internet. For example, employees working from remote
locations (e.g., home, cafe, abroad) have to use a company VPN service to connect to
the company’s resources. Furthermore, this technique is also used to connect branch
offices in various locations to the central company resources over the internet without
revealing sensitive company data at any intermediate point. More detailed explanations
will be given infra (section 3.2).

10 See Markus Maybaum, ‘Technical Methods, Techniques, Tools and Effects of Cyber Operations’ in this
volume.
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Users often try to remain anonymous when they are engaging in private, political,
malicious or criminal activities. For example, people could be searching the internet
for some topics (e.g., medical, religious, etc.) with which they would not like to be
associated. Another reason could be that some countries limit freedom of speech and
forbid any unfavourable political activities, so the only way for insiders to tell the world
what is actually happening is through anonymisation channels. Judging by some of the
examples, there are plenty of ways that anonymity and privacy can be used for good
reasons, such as:

 protecting private information (e.g., passwords, social security and credit card
numbers);

 conducting business and commercial transactions;

» freedom of speech (in terms of political as well as non-political claims);

» freedom from detection, retribution and embarrassment;

 reporting illegal activity or misconduct (e.g., whistleblowing);

* law enforcement efforts in detecting online criminal activities (e.g., police
anonymously observing chat rooms and forums for illegal activities).

When it comes to anonymity, there is a fine line between good and evil intent. Managing
privacy on the internet is essential for malicious actors. Anonymity offers malicious
actors the possibility of conducting illegal activities without the prospect of prosecution.
Therefore, there are many negative aspects associated with anonymity, such as:

* spamming;

* phishing;

« denial of service (DoS) attacks;

e anonymous bribery;

 copyright infringement;
 harassment and threats;

¢ financial scams;

* disclosure of trade secrets;

« theft of other sensitive information.

3.2 Remaining Anonymous in Online Activities

There is no such thing as being completely anonymous on the internet, although there are
several ways that reasonable privacy can be achieved using anonymisation techniques.
Each technique has different levels of effectiveness and also potential drawbacks. A rule
of thumb is that staying anonymous is a costly endeavour — not necessarily financially,
but it definitely requires more effort from the user, and there is a trade-off with ease of
use, connection latency and bandwidth [13] [14].
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Hackers could be concealing their identity during attacks in different ways. One
would be to try to destroy all evidence (e.g., log files) of the attack, so that it would be
extremely difficult to analyse what had happened. The other would be to use a stolen
identity (e.g., names, documents, images, etc.) in order to lead the investigation in a
wrong direction. For instance, an identity could have been stolen by using the spying
functions in malware mentioned infra (section 3.2.4).

Encryption and a well-considered use of personal information are of key importance in
staying anonymous online. In the following subsections, several techniques which can
be used or combined in the anonymisation process will be explained. In order to avoid
confusion, it is important to note that the following figures and examples are based on
the popular client-server model [15]. This means that the term client is used to refer to
the party to a communication process that is requesting service from a server (service
provider).

3.2.1 Proxy Servers

On a day-to-day basis, most users connect to different resources on the internet directly
using their home or work internet connection, which means that the 1P address assigned
to them by their ISP is logged by the services they use or websites they visit. Proxy
servers enable the users to hide their IP address by directing all specific type of traffic
(e.g., web browsing) through another server; see Figure 1 below for an illustration as to
how a proxy server works. Most modern web browsers can be configured to use proxy
servers in similar fashion. The accessed host does not necessarily have to be a web
server; proxies can be used for other services as well.

Figure 1.  Example of a web proxy service; the client accesses the web server by relaying the request via
a proxy server.

Proxy servers offer different levels of anonymity. According to HMA! Free Proxy List
[16] the following levels of anonymity servers are available:
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e no anonymity — the web server knows the client’s IP and knows that a proxy is
used. The proxy forwards the client’s IP address to the web server;

 low anonymity — the web server does not know the client’s IP, but it knows a proxy
is being used;

* medium anonymity — the web server knows that the client is using a proxy, and
thinks it knows its IP, but the IP used is not the client’s. This is usually a proxy
with multiple interfaces which shows its inbound interface’s IP address to the web
server, or

* high anonymity — the web server does not know the client’s IP and has no direct
proof of proxy usage (no references to a proxy connection in the request). If
such hosts do not send additional header strings it may be considered as highly
anonymous. However, such a host may very likely be a honeypot (i.e., ‘too good
to be true’).®

Such proxies can be found and used for free (e.g., HMA! [16]), but those usually offer
lower-speed and higher-latency connections. Many such service providers also offer a
paid service with better access to good quality proxy services. Some ISPs offer their
clients proxy servers as well, but it seems that they were used more often back in the day
when internet connections were slower and less stable. Due to caching®? features, the
proxy servers were able to serve popular pages and content more quickly to the users.
Otherwise each user had to download all the content from the original source, which
put more load on the network; consuming valuable bandwidth and increasing overall
latency.

Many companies still use proxies in their networks due to security reasons. For
example, employees are only allowed to connect to the internet via a company proxy,
which performs security checks on the traffic that passes through. The proxy could
include anti-virus scans and block traffic based on blacklisting® or website reputation
ratings.** This would enable the company to detect security incidents faster and protect
their employees more efficiently.

11 A honeypot is a trap set to detect, deflect or, in some manner, counteract attempts at unauthorised use of
information systems. Generally, it consists of a computer or a network site that appears to be part of a network,
but is actually isolated, (un)protected, and monitored, and which seems to contain valuable information or
resources [37]. Honeypots can also be set up by scientists to gather valuable information about hackers’
behaviour and tactics.

12 A cache is a fast data storage component that is used to serve future requests quicker.

13 Ablacklist in this context is a list of IP addresses, domains or keywords that are not allowed to pass through the
proxy.

14 Website reputation ratings are usually calculated by some algorithms based on user ratings or statistics reports
from security tools. A site can be rated bad when it is spreading malware, spyware, spam or trying to exploit
some vulnerability in the user’s system.
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3.2.2 Virtual Private Network Servers

Another good method of achieving privacy is tunnelling the entire network traffic to
a server in another location before data is transmitted to the resource that the user is
actually trying to access. By using VPN, all network traffic is encrypted between the
start (client) and endpoint (server) of the tunnel. See Figure 2 below for an illustration
of VPN service usage. The VPN server often acts as a proxy for either some internal
network, or for forwarding requests back to the internet; the requests would seem to be
originating from the VPN server’s IP address.

Figure 2.  Basic example of VPN usage; clients connect to the VPN server through the internet.

There are different kinds of protocols by which VPN (tunnelling) connections can be
configured; however, going into specific technical details would certainly exceed the
scope of this chapter.

VPN is often used when employees need to connect to company networks from outside
the office (home, abroad, etc.). This will enable them to work with internal company
assets without exposing them directly to the internet (and potentially many malicious
actors). Note that even the term virtual private network comes from virtually extending
the private network to other remote locations across public networks (e.g., the internet).
Companies with branches in multiple physical locations can use such tunnelling to
enable direct communication between branches in different parts of the country and
the core network of the company. For instance, a store’s checkout terminals could be
connected to the company’s central database to keep track of inventory details (e.g.,
quantity and price). Using this method, the database services do not have to be exposed
directly to the internet.

Connecting to a VPN can also be useful when public unsecure networks need to be
used. Encryption of all data transmission will conceal the details of the online activity
from any curious individuals that might be listening in on the network traffic. This
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is especially important regarding data that is not encrypted in the first place (e.g.,
Hypertext Transfer Protocol, or HTTP traffic, unencrypted sending and receiving of
email, etc.).

There are publicly available (usually paid) services for VPN available online [17]. It is
important to note that the tunnelled traffic is decrypted at the tunnel endpoint and, from
there on, any unencrypted data will be easily readable again. Therefore, the location and
the security of the VPN endpoint are crucial to the privacy of the communication. The
trustworthiness of a commercial VPN service provider has to be considered as well,
since they are in a position to associate the network traffic with a specific user of their
service.

3.2.3 Use of Anonymity Networks (Onion Routers)

There are special anonymity applications that enable the user to access the internet
anonymously. They make use of multiple public or private proxy servers that relay
encrypted data across several randomly chosen nodes on the anonymity network. This
technique is more generally called onion routing. The name refers to an analogy of
removing layers from an onion: multiple layers of encryption have been applied to the
transmitted data, and each relay node decrypts (removes) the following layer until the
original data is revealed and sent to the intended recipient. See Figure 3 below for an
illustration of the onion routing process, using three randomly chosen nodes. Each node
removes one layer of encryption to reveal the original data that is to be sent to the target
host.

Figure 3. Example of a request to a web server through three random anonymisation network nodes.

One of the more popular anonymity applications used nowadays is Tor (originally
short for The Onion Router). Due to its widespread popularity, some of the following
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explanations will use Tor as an example. Tor was originally designed, implemented, and
deployed by the United States (US) Naval Research Laboratory for the use of the US
Navy, with the primary purpose of protecting government communications [18].

The group behind Tor claims that it is used every day by a variety of individuals and
entities, including the military, journalists, law enforcement officers, and activists. It
is also reported that a branch of the US Navy and law enforcement institutions have
used Tor to gather intelligence and keep websites under surveillance without leaving
government IP addresses in the web server’s log files [18]. The Tor Project [19] offers the
reader many examples of Tor usage that can be useful in understanding the possibilities
of this anonymisation network. Tor is free software that helps to reduce the risks of
sophisticated traffic analysis by distributing online transactions over several steps
on the internet, so no intermediary point can associate the source of the traffic with
its destination. The idea is to use a twisty, hard-to-follow route in order to obfuscate
the track, periodically erasing the user’s ‘footprints’. Instead of taking a direct route
from source to destination, data packets select a random path through several (at least
three) relays that cover the user’s tracks so that no observer at any single point can have
knowledge of both where the data came from and where it is going [18]. Similarly to
the VPN services described before, the last node of the onion route will see the data as
it was compiled by the original sender in order to forward it to the destination of the
traffic. This means that, even when using onion routing, it is important not to disclose
any private information that is communicated unencrypted to the destination. Ideally,
even the traffic entering and exiting the anonymity networks (between the source and
destination) should be encrypted.

Tor even offers a specifically designed, live Linux operating system called Tails (short
for The Amnesic Incognito Live System) to use its anonymisation network even more
securely and privately. This system can be used to start a computer straight from a DVD
or USB memory stick and, therefore, it will leave no trace on the computer’s hard drive
[20].

Tor relay nodes are hosted by volunteers all around the world. There is a general rule
that the wider the variety of people using Tor, the more anonymous it will be, because
network traffic will be obfuscated and made harder to track by other users of the network.

3.2.4 Malware Infected Zombie Computers

Attackers could remain anonymous by assuming the identity of someone else. Malware-
infected computers could be used to perform malicious actions on behalf of the actors
that are controlling the malware. Additionally, malware enables the hackers to steal data
from infected computers and spy on the activity of their users. One way to achieved
this is by using Remote Access Tools (also known as Remote Access Trojans, or RATS)
to provide a ‘backdoor’ into the systems. Computers are often accidentally infected by
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opening malicious email attachments, downloaded files, etc. These files are usually
presented as legitimate programs to trick the users into installing them without being
aware of their devices becoming infected. After infecting the system, most likely the
computer will become a member of a larger botnet.”®

There are many RATSs available with different levels of functionality. More capable ones
will enable the hackers to perform virtually the same tasks as accessing the computer
physically. Below are some of the possible activities that the hacker could perform on a
victim’s computer when in control of a RAT:

* spy on the user:
o logkeystrokes (e.g., steal user names, passwords and other personal information);
o capture screen images;
o capture audio from the microphone;
o capture images or video from the webcam;
o read email;
o access files on the hard disk.
* manipulate data and system activity:
o access the internet (e.g., send email or perform attacks on other systems);
o create, modify and delete files;
o install or uninstall software;
o start or close applications;
o shut down or restart the computer.
Some of the more interesting functions are as follows. A hacker could be accessing
the internet from the infected system as if the owner of the computer was doing it;
this could involve sending spam or infected emails to everyone in the owner’s address
book. Additionally, the hackers could abuse the information (names, dates, credit card
numbers, user names, passwords, etc.) that they were able to steal by logging keystrokes
or accessing files on the computer. Furthermore, this will allow them to stage malicious

activities in such a way that the other person would be held responsible (e.g., by planting
incriminating evidence to lead the tracing and investigation in a certain direction).

3.2.5 Concealing Personal Information

Last but not least, concealing personal information is the most basic technique that is
meant to serve as a general recommendation that applies to all previous points, rather

15 Botnet is short for robot network. It is a network of malware infected personal computers. A botnet can consist
of tens of thousands or even hundreds of thousands of zombie computers [35]. A botnet is controlled by a
command-and-control (C&C) server, which can send the zombie computers (bots) instructions to initiate or
cease an attack against some predetermined targets.
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than a specific technical method. When users are trying to remain anonymous online,
they should always consider what kind of data they reveal about themselves. Even if
they are using complex anonymisation techniques (proxies, Tor, etc.), it might all be in
vain if they use their real name and information on a website (especially if the website
does not use encryption, i.e., so-called HTTPS protocol*) or log into their social media
accounts (e.g., Facebook, Twitter) during the same internet session. Sometimes this
can happen even unintentionally, for instance if the web browser remembers data from
previous sessions and uses this data automatically (e.g., logs in the user automatically
after returning to a website).

The most effective solution to avoid such problems would be to use a bootable live
operating system CD, DVD or USB flash drive (e.g., the system called Tails mentioned
in section 3.2.3). Instructions for creating and using these live operating systems are
available for many Linux/Unix operating system distributions [21]. These systems are
used to start up (boot) the computer from a separate media (e.g., CD, DVD, USB), rather
than the computer’s hard disk. In most cases, they do not write anything to the hard
disk so there is no history of the current (or previous) internet session. It is important
to consider that the network connections of the computer can still be traced (e.g., by the
ISP). Therefore, using a separate internet connection is recommended. Furthermore, as
discussed in section 2.2.3, the MAC address of the network interface could be used to
identify a computer. Thus, in order to avoid that, the MAC address should be changed
before connecting the live operating system to the network and then reverted back to the
original before restarting the machine from the hard disk again.

Another simpler, but potentially less effective, solution would be to turn on the In-
Private (Incognito) Browsing mode on the web browser. Most web browsers nowadays
have this functionality built in and available for all users. By using this method, the
browser will not use or save any history past the current session. In their default
configuration, browsers often continue the previous authenticated session, if it is still
valid. For instance, the browser will log the user on without asking for login credentials,
because it still has a valid session with that website.

To give an example of this, web browsers usually save cookies when visiting different
websites. Cookies are data that are used by websites to identify returning users and
restore any preferences they might have set during their previous visits. Usually this is
a desired feature, because users do not wish to set their preferences again every time
they visit a website. However, there can be an issue depending on how and what kind
of data the website will store in the cookie. Data from the cookie could be used by
the site owner, who receives this data upon every visit to the website. For example, a

16 HTTPS, or Hypertext Transfer Protocol Secure, is an application protocol for hypermedia information systems
which works on top of SSL/TLS (Secure Sockets Layer/Transport Layer Security) cryptographic protocols,
thus adding security capabilities to standard HTTP communications. HTTP is the base foundation for the
World Wide Web (WWW).
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discovery regarding how Facebook handles cookies was made in 2011: when a user
has logged on to Facebook and logs out afterwards, the cookie on the computer will
preserve its association with the user; thus, when visiting websites that have embedded
the Facebook social plugin, the cookie data will give Facebook the ability to associate
the visit to a particular webpage to a specific user, even if the user was logged out of
Facebook. Facebook has commented that this is a security measure to detect spamming,
phishing or other hacking attempts, which seems plausible. However, any further use of
the data acquired with this method cannot be verified by the users [22].

To reiterate, these methods should be considered even when using any of the more
advanced anonymisation techniques. This will prevent the computer from automatically
sending out any saved data from previous internet sessions. There are many technical
aspects that need to be considered when trying to remain anonymous; making a mistake
in just one of them could potentially allow any activity of the system to be associated
with the user’s identity.

3.3 Challenges, Risks and Obstacles

As with most technologies, there are usually some ways in which anonymisation
channels can be misused or attacked. Actors trying to stay anonymous during their
online activity must be aware that there are numerous individuals with various ways
and means which can pose a risk to their anonymity and privacy.

As mentioned above, the exit nodes of the anonymity networks and other proxies
could possibly see the contents of the network traffic if it is not using secure end-to-
end encryption. Intelligence agencies, scientists and possibly other curious individuals
have been known to set up fake or malicious proxy nodes (honeypot nodes) that, in
addition to forwarding network traffic, also examine the contents of the packets and
gather valuable data [23]. If the proxy is otherwise working properly, the users have no
way of knowing whether their private data is being analysed or not. However, this is
more of a random attack against the anonymity network, because the exit node cannot
directly control which nodes are connecting to it.

Some sites may limit the activities that Tor users are authorised to perform. For
instance, Wikipedia has, by default, disabled the ability to edit articles for users who are
accessing the site from Tor networks. There is a possibility of acquiring an exemption
for a specific IP address to enable access from countries that censor Wikipedia. The
approval for an exemption has to be acquired individually on a per-user basis, so the
users would have to prove their good intentions before they are allowed to edit articles.
However, it can be difficult to remain anonymous during this verification process [24].

Anonymisation techniques might be vulnerable to traffic confirmation attack. When
an entity such as an ISP or some intelligence agency has the ability to monitor network
usage in large networks (e.g., at the global, continental or country level), they may
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use traffic timing analysis to correlate which hosts are actually communicating with
each other, even when some anonymisation channels are used to relay this traffic. For
example, when the initiating client and destination server are situated in the same
monitored network, based on transmission timings and size, the ISP can correlate that
these two hosts are indeed communicating with each other. Although this requires a
good overview of the network and the use of advanced correlation techniques, it is
technically possible to make such deductions [25] [26].

To illustrate this last point, Figure 3 in section 3.2.3 serves as an example. Assuming
there is a server hosting illegal content and a law enforcement agency would like the ISP
to identify clients who are accessing this resource. However, some clients were using
anonymisation networks to avoid accessing the server directly. A traffic confirmation
attack tries to identify situations where every time a particular client initiates a request,
an incoming request to the server from some anonymisation network exit node follows
shortly. It should be noted that the ISP can see traffic entering the anonymisation
network (first step) and, just milliseconds later, exiting the network (last step). Although
the traffic characteristics change when going through the anonymisation network, the
timing and the pattern of the requests and responses is likely to give a fairly accurate
result in confirming that the client and the server are indeed communicating. Although
there is some risk in such tracking on a global scale, in 2004, the group behind Tor
judged the risk to be small enough that for the moment it is not feasible to develop
countermeasures to mitigate this risk [25] [26]. It is simply something for users to bear
in mind when using various anonymisation channels.

4. Back-Tracing

This section will introduce the basic facts, concepts and processes related to back-
tracing (also spelled ‘backtracking’) hackers who are performing attacks on computer
systems. In terms of cyber security, back-tracing is the process of tracing the actions and
steps taken to identify the originating source of communication. Or, more simplistically
explained, to go back over the route by which one has come. When an attack has been
discovered, an assessment of available data should be conducted as soon as possible.
Security specialists must carry out an evaluation of information to determine the nature
and objectives of the attack in order to make trustworthy and timely decisions to deter
the attack.

Judging by the attack methods, as well as number and distribution of incoming attack
sources, it should be possible to assess whether the operation is conducted by a single
individual or a group of hackers working together. Sometimes the attacks are distributed
in a way that no single source can be determined, for example, when multiple hackers
initiate attacks simultaneously against a number of targets. Furthermore, the attackers
could be in charge of a botnet of malware-infected zombie computers. In any case,
incoming requests could be originating from different countries all around the world.
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4.1 Gathering Relevant Information from the Attacks

When it comes to network and cyber-related issues, back-tracing is usually performed
when a security incident has occurred, or some suspicious activity on the systems has
been detected. Before back-tracing can take place, security specialists need to determine
what has happened in the first place. They must gather information about the attack
from the affected systems, which usually involves analysing the log files the systems
have produced, hopefully revealing what was carried out, and which IP addresses
were behind it. Furthermore, inspecting changes made to the system configuration and
carrying out an analysis of the event log files that the affected machines have created are
necessary. This could be a lengthy and complex process because hackers try and hide
their activity from plain sight. Moreover, systems can sometimes create large amounts
of log messages which can slow down the process of finding relevant information
(e.g., the attacker’s IP address). Nevertheless, by analysing this information, security
specialists can potentially assess the intention and scale of the attack. Furthermore,
with the extracted IP addresses they can also determine the network nodes that are
performing the attack, but it is important to bear in mind that this could likely be an exit
node of some anonymity network.

If the attacks are recurring or still ongoing, there is the possibility of monitoring the
attackers’ activity more effectively in real time. This will offer several ways of actually
learning more about the attackers; potentially revealing their intentions along with their
identity. Additionally, the defending security specialists could set up honeypots to lure
the hackers into a trap. In some ways this would turn the table on the hackers and
make them the research subject. If successful, specialists would be able to gather useful
information about the behaviour, proficiency and intentions of the intruders. With this
data, the security of the actual production systems could be adapted and improved to
prevent further unauthorised access.

4.2 Tracing Attackers

After an IP address (or several) has been extracted from logs or obtained by any other
means, the next step would be to find out as much information about it as possible.
This subsection describes some of the processes and tools involved in tracing the
actual network routes hackers have taken to access a resource. It is important to note
in advance that all of the described tools or methods are not guaranteed to produce any
useful results. This is simply one possible set of resources and techniques that could
be used in such situations. It is still necessary for the security specialist to analyse the
results and make educated assessments on a case-by-case basis.
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4.2.1 The Traceroute Tool

One of the most basic tools for tracing back attackers is called traceroute.” It is a tool
which, as the name says, traces the route network packets take from the machine running
the tool to the target host. It was briefly explained in section 2.2 that data on the network
is transmitted in packets and each packet has a header and a payload. Traceroute uses
cleverly crafted network packet headers to elicit a response (i.e., a reply back to the host
running the traceroute) from intermediary routers. Ideally this should reveal all routers
between the source (i.e., the host running traceroute) and the target. However, due to the
different configuration of network devices, traceroute sometimes fails to discover an
accurate topology of the network. This is because specific protocols are often blocked,
prioritised or routed differently from others. In order to help alleviate this issue, the
traceroute tool enables the operator to select between different protocols (TCP, UDP or
ICMP)® for gathering information about the examined routes.

Figure 4. Example of a traceroute output.

An output of the traceroute tool (see example in Figure 4 above) might not seem helpful
at first, but it can prove useful for specialists, and for reporting malicious activity
to the ISPs, who will have a better overview of the network nodes involved in the
reported activity. When examining the output of the tool, it can be seen that, by default,
traceroute combines the node’s DNS name, IP address and response time for each hop
along the route. Note that, in Figure 4, the first three rows have been blurred out due to
the author’s privacy concerns.

17 Traceroute is a tool that is freely available on most operating systems. It determines the path taken by packets
to a destination. The tool utilises the IP protocol's time to live (TTL) field and attempts to elicit a response from
each gateway along the path to the host [38].

18 Transmission Control Protocol (TCP), User Datagram Protocol (UDP) and Internet Control Messaging Protocol
(ICMP) are common network protocols used for communication and administrative purposes on the internet.

52



PART |
Introduction to Cyberspace — Sociological Facets and Technical Features

4.2.2 Location of the IP Address

Security specialists would most likely try to determine the best available location for the
IP address. The traceroute tool will reveal the hosts between the source and the target.
The device preceding the target host is most likely the gateway belonging to the ISP.

Inaddition to traceroute, there are other ways in which the location of the IP address, or at
least the owner of the IP address, can be determined. For example, the WHOIS database
sometimes also reveals the address of the registrant, but this does not necessarily have
to be the physical location of the network device. Most often it is the official address of
the registrant.

Moreover, approximate location (e.g., city) of the device can be assessed by using
geolocation services available online. For instance, an online service called MaxMind
was found to be the most accurate according to a series of tests conducted by Addy
Incorporated [27]. Geolocation services utilise proprietary databases of addresses based
on internet traffic flow and website registrations [28]. It is important to note that these
services do not guarantee an accurate result.

4.2.3 Determination of the Point of Contact

As mentioned above, an individual or entity responsible for an IP address can be
determined by using the WHOIS protocol. The WHOIS protocol often lists the contact
information for abuse notifications in case any malicious activity has originated from
the IP address. This would be the first point of contact in most cases. As stated before,
it is important to remember that the host appearing as an attack source can also be the
exit node of the anonymisation network, or a computer which was compromised by
malware. The owner of this IP address might not be directly responsible or even aware
of the misuse. In any case, the POC for the IP address should be contacted to request
information about the incident.

Depending on the information gathered from the POC and their computer system, it
could become evident that the steps in previous sections (tracerouting, determining the
location and POC) have to be repeated to determine the same information about the next
step towards the actual source of the communication. It could take several iterations
before the original source is reached. For example, after contacting the owner of the
VPN service or proxy server to acquire and analyse the logs regarding the attack, it is
likely to be necessary to repeat the tracing process to reveal the next step in the route to
the origin of the attack.
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4.2.4 Enticing the Intruders into Revealing Their Identities

If none of the tools and techniques above provide any meaningful results, and if the
attacks still are recurring, then there is the possibility of luring the hackers into revealing
more details about their identity by using a cleverly designed trap.

A trap could be set by using special pieces of data called honeytokens.’* Whereas
honeypots are resources (computers, systems or applications) that no legitimate user is
supposed to be accessing, honeytokens are more specifically bits of valuable information
that no one is supposed to be using; except the hackers who are to fall into this trap.
For example, honeytokens could take the form of credit card information, account
login credentials, computer files or some other forged, but seemingly highly valuable,
information (trade secrets, classified data, etc.).

When the information from a honeytoken is abused by anyone, it should trigger an
alarm to the security specialist and start detailed logging on the system to gather as
much data as possible about the user of the honeytoken. Alternatively, the honeytoken
information seems so valuable that the hacker just has to take action and do something
with the data (e.g., log into an account, post something on a forum). With any luck the
user of the honeytoken will reveal some form of additional information (e.g., another IP
address or POC) that can be used for further investigation into the attacks.

Furthermore, security specialists could set up data leak detection mechanisms
that would scan all outgoing network traffic, and monitor for specific codes, words,
honeytokens and other predefined data structures. This could potentially detect both
insiders and intruders extracting information from the company network. Although use
of encryption could bypass more basic systems, real-life incidents have proven these
mechanisms to be useful, for instance, in the case of a security manager tracing a leaked
client list back to a recently resigned sales representative [29].

To illustrate this point about honeytokens a little further, a book called The Cuckoo's
Egg: Tracking a Spy through the Maze of Computer Espionage by Clifford Stoll [30]
describes the real-life efforts of a computer administrator (Stoll himself). He had to trace
a hacker who had, on multiple occasions, gained unauthorised access to the Lawrence
Berkeley National Laboratory computer systems. It took the author ten months of
tracing, investigating and cooperating with various authorities in the United States and
Europe to finally reveal the identity of the hacker behind the intrusion. Although the
technology and systems described in the book are a bit outdated, it still offers the reader
a good insight into the efforts required to trace a hacker.

19 Honeytokens are a smaller subset of honeypots. More specifically, honeytokens are data that are stored in way
that no one should be accessing them. Therefore, any interaction with a honeytoken most likely represents
unauthorised or malicious activity. Honeytokens are cleverly crafted credible pieces of information that can be
closely monitored when they are used [30].
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It is worth mentioning that Stoll already used honeytokens in the middle of 1980s, but the
term honeytoken was not actually used before 2003 [31]. Stoll planted fictitious material
that would catch the hacker’s attention by matching some of his search phrases (e.g.,
‘stealth” and ‘nuclear’). This material kept the hacker on the line until his connection
was traced back to the actual source.

4.3 Challenges, Risks and Obstacles

The following subsections elaborate some of the risks and challenges regarding back-
tracing. Additionally, some forewarnings and general suggestions will be provided for
consideration.

4.3.1 Feasibility of Back-Tracing

One aspect to consider is the feasibility of tracing the attackers. When the cost of
dedicating resources to track down leads exceeds the benefit of catching the hackers, it
might be wiser to invest those resources into securing the computer systems to mitigate
the risk of other potential incidents.

Sometimes there might not be any feasible way to determine the route back to the
source. This is, for example, the case if the tracing leads to an anonymisation network
which is, by its very name, designed to be anonymous. These systems are built in a way
so that they do not log long-term information about past communications. By using
some of the weaknesses of anonymisation networks described in section 3.3, it might
be possible to alter the anonymisation node to log this kind of information for future
traffic, but of course it is not possible to acquire logs that were not created in the first
place. Furthermore, since relay nodes are chosen randomly, there is actually little to no
chance of catching the same hacker again.

Alternatively, an attack from a great number of different sources could indicate that the
attacker has hired, or is in control of, a botnet. This could mean that the attack could be
originating from thousands or tens of thousands of IP addresses all across the world. In
case of a botnet attack, the owners of the infected computers will probably not be aware
that their computers are used by others to conduct cyber attacks. It would not be feasible
to try and track down the owners of all those computers. Instead, the person who ordered
the attack or is in control of the botnet should be identified, but the Command-and-
Control® (C&C) server is not directly identifiable from the perspective of the victim
of the attack. However, the C&C server could possibly be determined by analysing

20 A Command-and-Control (C&C) server is the system which controls a botnet of malware-infected zombie
computers. A C&C server can send the members of the botnet (bots) instructions to initiate a set of actions
or just remotely control the computers. For example, they can send instructions to initiate or cease an attack
against some predetermined targets.
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some of the zombie computers in the botnet. After identifying the C&C servers, the
individuals controlling it could possibly be held responsible. Law enforcement and
intelligence agencies and other institutions are constantly putting a great amount of
effort into taking down botnets and their leaders [32].

Finally, it could also happen that the owner of a VPN or proxy service is just not willing
to cooperate or provide any information. It could very well be the backbone of their
business; protecting the privacy of their customers. In such cases the proper course of
action would probably be to consider legal remedies and discuss the way ahead with
law enforcement agencies. This could lead to lengthy and expensive court hearings that
might not be worth the potential gain.

The harsh reality about back-tracing is that usually, even with a lot of effort put into
tracking the adversaries, the actual names of the hackers will not be discovered by
technical means. In many cases, back-tracing will only reveal that the attack came from
an anonymisation network. It might also reveal the name of the ISP or company whose
internet connection was used. However, ISPs typically release information about their
customers only under court orders. This is why lawyers have to work with security
specialists to gather as much relevant information as possible in order to be able to put
together a strong case against the attackers.

Finally, if there is a considerable amount of proof that the identified IP address actually
belongs to the hacker, it might not be wise to directly contact the suspect. This would
give the perpetrator time to destroy any incriminating evidence that may be stored on
their systems. For instance, erasing the hard drives of the computer could be done in a
matter of seconds with the use of a degausser, a device that generates a strong magnetic
field to cause irreversible damage to magnetic media types (such as hard drives, floppy
disks, audio and video cassettes, etc.).

4.3.2 Recovering From an Attack

After an attack, system administrators, and even more importantly, management
personnel would like to see the systems up and running again. Nowadays, when many
systems are interconnected and rely on each other, uptime is as important as never
before. However, quickly restoring system configurations, defaced websites, etc., can
lead to loss of valuable data in terms of identifying the attacker. This can happen by
restoring virtual machine images or replacing data from a previous backup. Therefore,
it is important to bear in mind that the attacked machine should not be wiped to restore
it, because deeper analysis of the data could be required.

4.3.3 Log Authenticity

Log authenticity has to be verified before making any conclusions. By default, most
devices and operating systems log their events locally on the system itself. However,
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this might not be secure in terms of information assurance. During an attack, the
intruder will probably try to delete or modify the logs to avoid the possibility of logs
leading back to him or her.

1. Central logging should be set up on the systems. With this configuration, all
new logs are sent to a central log server as they happen. If the central logging is
properly configured, tampering with the logs on the local machine will not affect
the logs already collected on the central logging server.

2. Logging over the network should take place using secure, encrypted
communication. This prevents eavesdropping and interception of the log contents.

3. Data authentication methods could be used to verify the authenticity of log files.
For instance, a company called Guardtime is offering a service to timestamp
and digitally sign all electronic and online transaction logs as they are created
and stored: ‘With these capabilities, organizations obtain and securely maintain
the required forensic proof to solidify legal stances against intentional and
unintentional insider attacks as well as external breaches, and other transactional-
oriented fraud’ [33].

5. Summary and Conclusions

This chapter has outlined the technical background of identifying various devices and
malicious actors on the internet. This technical background serves as a prerequisite for
understanding the main part of the work, which gives an overview of anonymisation and
back-tracing techniques with some relevant illustrations. Definitions and explanations
of various protocols and tools that are used to identify computers on the network have
been offered. An overview of identification features (e.g., methods, aliases and level of
proficiency) of hackers was also provided. Potential challenges, risks and obstacles for
both anonymisation and back-tracing have been discussed and finally, some common
problems related to attribution and misattribution in the context of back-tracing were
outlined.

With regard to anonymisation, it was pointed out that anonymisation techniques are
used for both good and malicious reasons. There is no basis for stating that being
anonymous because of privacy concerns would be a disreputable activity: there are
many valid reasons (e.g., protecting one’s private information, conducting sensitive
business transactions, preserving freedom of speech, reporting misconduct, carrying
out covert law enforcement operations) for wanting to remain private and anonymous
during online activity. Unfortunately, anonymity offers malicious actors the possibility
of conducting illegal activities (e.g., theft of information, arranging cyber attacks)
without the prospect of prosecution. When such malicious actors attack computer
systems, it is necessary to find out as much information as possible about the attack
and the attacker. This would require security specialists to analyse system log files and
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decide on a further course of action. If the attacks are recurring, it might be possible
to direct the attacker into a honeypot, or set up honeytokens for the attacker to find,
so that the hacker would accidentally reveal his or her identity. Nevertheless, often it
is still necessary to trace the network route back to the source to attribute the attacks
to someone. Unfortunately, the reality is that back-tracing can be a difficult task that
sometimes does not result in any clarity in terms of identifying the attackers.

With the evolution of different anonymity techniques, the difficulty of attribution is one
of the primary challenges in reducing the overall insecurity originating from cyberspace
and in tracing specific malicious actors. Accurate attribution is required to respond to
cyber incidents in both the operational and legal terms.

Misattribution is a contrariwise problem, where an attack is made to appear to have
originated from another source (incriminating someone else). In addition to slowing
down correct attribution, this can result in risky situations where the blame is attributed
to an innocent individual, organisation or country. Consequences can vary from
conflicts and mistrust between parties to embarrassing incidents becoming public.

In the author’s opinion, there is a need to emphasise the difficulty of back-tracing. It
might seem that all the tools and methods are pretty straightforward with their results
and outputs, but this may not be the case. There is a significant amount of effort required
to track malicious actors, especially when dealing with more proficient adversaries.
Even then, there is often a need for educated guessing when it comes to deciding which
actions to take in terms of reaching the origins of the attacks.

Despite all the efforts, sometimes it is not possible to trace the attacks back to the source.
For example, if the adversary does not make any silly mistakes and is skilfully using
different anonymisation techniques, it might not be feasible to dedicate an unpredictable
amount of resources to tracing this attacker. Instead, it may be wiser to invest these
resources into improving security in order to mitigate the risk of any future attacks.
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TECHNICAL DEFENCE METHODS, TOOLS,
TECHNIQUES AND EFFECTS

1. Introduction

Cyber defence, as a very broad term, incorporates an endless number of subtopics. This
chapter gives a simple overview of the main technical methods and techniques related to
cyber defence for a non-technical audience. The chapter does not try to give a complete
picture of all the possible subtopics of cyber defence; rather, a selection of the topics
has been made by the authors after consulting the main target audience of this book —
political and legal advisors. The aim of this chapter is to cover the selected technical
topics in a simple way which is understandable to a non-technical audience. Most of this
chapter explains the basic technical aspects of cyber defence as “absolute truth’ without
further discussion. However, for some topics, there are on-going technical discussions
wherein even technical experts do not have a common understanding. So the overall
intent of this chapter is to give some technical background which is beneficial to those
who are dealing with the political and legal aspects of cyber defence.

2. Information Security Objectives

Looking at information security* from a technical perspective, main information
security objectives that an organisation is trying to achieve needs to be understood.
Theoretically, it is possible to define one generic objective, stating that the overall target
of information security activities is to secure information systems adequately. At the
technical level, there is a need to specify what ‘adequately secure’ means.

Most commonly, cyber defence objectives are broken down into confidentiality, integrity
and availability (CIA or the CIA-triad). There are several national and international
information security standards available with similar breakdowns of information
security. The definitions below are taken from the most referred to international
standard ISO/IEC 27001:2013 [1]:

 confidentiality — the property that information is not made available or disclosed
to unauthorized individuals, entities, or processes;

* integrity — the property of protecting the accuracy and completeness of assets;

 availability — the property of being accessible and usable upon demand by an
authorized entity.

1 This chapter uses the terms ‘information security” and ‘cyber defence” interchangeably. However CIA based
international standards are typically more ‘information security’ centric and for this reason in this section the
term ‘information security” is used predominantly.
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In some scenarios, there may be a need to define even more specific security objectives
like authenticity, accountability, non-repudiation, privacy, reliability and others. CIA-
based models consider all these additional objectives as a subset of confidentiality,
integrity or availability. For example, authenticity and non-repudiation can be
considered to be a subset of integrity, privacy can be seen as a subset of confidentiality
and reliability can be seen as a subset of availability.

Each organisation has usually implemented a set of information security controls which
help to achieve the targets of one or more security objectives. For example, access
control and data encryption are security controls which help to achieve the agreed
targets of confidentiality. At the same time, these security controls can also improve
integrity, but reduce availability. Therefore, first the security requirements are analysed
and after that specific sets of security controls are developed, which helps to achieve the
security objectives in the most cost-effective way. The corresponding methodology is
defined by organisational Information Security Management System (ISMS) and will
be covered in section 7.3.

3. I1SO-0SI Model and Encapsulation

Before jumping to more technical topics like Internet Protocol version 6 and deep packet
inspection, we need to cover the layering model of the internet communication and the
encapsulation-decapsulation process through the layers. The International Organization
for Standardization (1SO) Open Systems Interconnection (OSI) model [2] (usually called
‘ISO-OSI model’) was defined decades ago and has not lost its importance even today.
It helps to break down network communication into understandable pieces, which is
beneficial for developing applications? and communication protocols.® It also helps in
troubleshooting, and is useful for training purposes.

The ISO-OSI layering model defines seven abstraction layers. These layers are named
in the ISO standard, starting from Layer 1 as: Physical, Data Link, Network, Transport,
Session, Presentation and Application layer. In this chapter, for simplicity, we are
combining three upper layers (Application, Presentation and Session) into one and will
refer to it as the application layer. The four lower layers (Transport, Network, Data Link
and Physical) take care of the transport of the application data over the network (either
Local Area Network (LAN) or internet). The application layer is where the applications
work and produce data to be sent over the network to their communication peers using
application protocols, like Hypertext Transfer Protocol (HTTP), File Transfer Protocol
(FTP), telnet (a terminal emulation protocol that enables an internet user to log on to a

2 An application, in computer science, is a piece of software such as a web browser, chat client, word processor
or any other which is developed to perform specific tasks.

3 Communication protocol defines message formats and rules, so both parties using the same protocol will
interpret the message in the same way. It is similar to the human language — both parties speaking the same
language will understand the message in the same way.
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remote computer or network) and hundreds of others. Each layer fulfils its functionality
by means of layer specific protocols. In order to communicate, the other party must
have the same protocol implemented. In other words, both parties must understand the
protocol, which is comparable to language in human communication.

Figure 1.  Data encapsulation-decapsulation in ISO-OSI Model.

In order to facilitate communication over the network, the lower layers add additional
headers and trailers to the application data (see Figure 1). Trailers are not shown in
Figure 1 for the sake of simplicity. The headers and trailers of different layers add
useful information for routing the data via the internet, for establishing communication
channels, for error detection and correction and for other functional purposes of each
layer. For example, a layer 3 header contains source and destination Internet Protocol
(IP) addresses,* and layer 2 headers contain source and destination Media Access
Control (MAC) addresses® among other data. The process of adding headers and
trailers by lower layers to the upper layers’ data is called encapsulation and the process
of ripping off the headers and trailers at the receiving station is called decapsulation.
The exact format of the header and the packet itself is defined by the protocol of the
corresponding layer.

4 An ‘IP address is a numerical label assigned to each device (e.g., computer, printer) participating in a computer
network that uses the Internet Protocol for communication’, see http://en.wikipedia.org/wiki/IP_address.

5 A MAC address is the address in layer 2 header. Local Area Network (LAN) switches are using MAC address
for forwarding Ethernet frames. It has only local importance and is not sent over the internet. Each device
connected to the network has a unique MAC address.
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The protocols shown in Figure 1 (TCP®, UDP?, IPv48 and Ethernet®) are just the most
common examples of the protocols of a given layer. Internet Protocol version 4 (IPv4) is
one, and it is the most commonly used layer 3 protocol. Several years ago Internetwork
Packet Exchange (IPX) was a popular layer 3 protocol and now Internet Protocol version
6 (IPv6, see details in section 5.4) is emerging.

If the packet travels through the network, some networking devices on the way look
only to the layer 2 header for the MAC address, while others decapsulate the incoming
bit stream up to layer 3 looking for the IP address. For example LAN switches (see
Figure 2) connecting the computers in a local network segment are looking only for the
layer 2 headers and forward the frames to other switches based on a MAC address taken
from the layer 2 header.

Figure 2. Deployment of switches and routers in networks.

6 TCP — Transmission Control Protocol; major layer 4 protocol which is responsible for assembling otherwise
loose packets into connections. Often IP protocol together with TCP is referred as TCP/IP protocol.

7 UDP - User Datagram Protocol; layer 4 protocol for connectionless communication.
8  IPv4 —Internet Protocol version 4; most commonly used layer 3 protocol that will be replaced by IPv6 in future.

9 Ethernet is a layer 2 protocol used in local networks; LAN switches are forwarding the Ethernet frames based
on MAC addresses.
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Routers connecting the internet are looking for the destination IP address from the layer
3 header of the incoming packet (see Figure 3). Routers do not need anything from the
upper layer data to provide their main functionality. Therefore routers do not waste
resources on decapsulation of the higher layer data.

Figure 3. Router operation.

Decapsulation of the data up to the application layer can be beneficial in some network
nodes. This allows analysing of the data and searching for malicious patterns. It also
enables searching for data from specific users and searching for specific keywords,
phrases or patterns. It is possible to make automatic blocking, prioritizing, forwarding,
recording or network optimisation decisions based on the predefined criteria. This is
called Deep Packet Inspection (DPI; see details in section 4.2.5).

Applications and application layer protocols may have vulnerabilities which can be
exploited via application layer attacks. If malicious data targeting application layer
vulnerabilities is sent over the internet, it is encapsulated and hidden by several layers.
Therefore ordinary network devices (switches and routers) are usually not able to
determine if the data they are forwarding is malicious or not. At the same time attacks
are not only targeting vulnerabilities in the application layer: vulnerabilities exist in
each layer.

4. Security Applications and Devices

In this section, various security applications and devices, as well as new trends in
cyber security such as honeypot systems, will be discussed. Switches, routers and
other networking devices and applications like Intrusion Detection Systems (IDS),
Intrusion Prevention Systems (IPS) and firewalls will be introduced briefly. After this
introduction, honeypot systems will be elaborated on in detail to explain how they can
be useful to collect additional information related to cyber attackers.
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4.1 Network Devices

Although one may think there can only be end nodes, such as a server and a client
computer, during internet communication, there are also other devices between
those end nodes. Switches and routers, as we are introducing below, are the two main
components of such devices (see Figure 2 above).

In general, security devices can be implemented in two different ways. Usually, any
new functionality is implemented by a software package running on a general-purpose
computing-hardware. As time goes by and the functionality gets mature enough, and
there is enough need in the market, an Application Specific Integrated Circuit (ASIC) is
developed. The reason for developing ASICs is about much higher performance of ASIC
and also the cost factor. Several years ago switches working on layer 2 were hardware
devices and routers running on layer 3 were software devices. Nowadays both can be
realised by hardware ASICs and therefore the performance of the higher-layer devices
has improved tremendously.

4.1.1 Switches and Routers

Classical switches operating on layer 2 of the ISO-OSI model are multi-port networking
devices interconnecting systems in local networks. It means that they are forwarding
frames based on the information in the layer 2 header, mainly based on the MAC
address which has local importance. Switches do not look into the IP addresses in the
layer 3 header of the packet and therefore they are not able to perform internet routing.
Classical switches are very fast and reliable layer 2 devices.

Routers are more advanced networking devices than switches. Classical routers are
devices working on layer 3 which means that the packets are forwarded based on the
information in the layer 3 header, mainly the IP addresses which have global importance.
Routers interconnect networks using routing tables. Routing tables are lists to guide
which network packet should be forwarded to which network segment. Routers are
located at gateways, enabling LANs, Wide Area Networks (WANS) or internet service
providers (ISPs) to communicate with each other. Routers are continuously updating
their routing tables based on the information they learn from other routers using the
routing protocols.

Nowadays, fast hardware-based switches can decapsulate the packets up to application
layer and can consider upper-layer information in switching decisions. This means that,
in addition to routing, most of the advanced switches have built in Access Control Lists
(ACL) which partly take over the role of the firewall. For example, it is possible to
configure the ACLs in such a way that certain application-layer protocols are blocked or
routed differently. The built-in functionality of modern switches allows the construction
of the first perimeter protection layer with no extra hardware cost.
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ACLs present quite important mechanisms, because failing to describe proper ACL
rules might lead internet packets to go somewhere else, or, more realistically, unintended
packets may be routed to our networks. This might create holes in network perimeters.
ACLs need serious considerations since they have such importance, although they are
not security-oriented mechanisms per se.

4.1.2 Firewalls

Firewalls are hardware or software solutions which can block unwanted traffic in
networks based on predefined rules. As firewalls are able to block traffic based on
port numbers, we need to clarify first what a port number means in the context of IP
communication. In simple terms, each application has its own port number (like an
address) on which the application service is waiting for incoming data. Looking at the
ISO-OSI layering model (see Figure 1), the port number is a field in the layer 4 protocol
header. The Layer 4 protocol passes the data to the service which is waiting for it on
that port number. Different application protocols have different default port numbers.
For example port 80 is well known as the port for HTTP (web) and port 21 for FTP.
At the same time the default port numbers are not fixed, which means it is possible to
configure an application service to listen to a port number other than the default one.
Sometimes using the non-default port numbers is considered as a security measure,
because attackers usually send malicious packets to the default port numbers.

Firewalls can be classified based on their working principle as packet filter firewall and
proxy firewall. Typical packet filters check source and destination IP addresses and
ports against predefined rule sets and either block or forward the original incoming
packet without modifications to the next hop. Packet filter firewalls are transparent for
IP communication; applying them does not change the packet headers. For instance,
in order to block FTP traffic a simple firewall rule will be configured which blocks all
traffic using FTP default port 21. ACL configured in a switch or a router (explained in
the previous section) is actually a packet filter. In modern networks the packet filter is
just a function of the perimeter router and usually separate packet filter firewalls are not
used.

One typical cyber defence measure in enterprise networks is blocking all incoming
connection attempts as the connections are usually established from inside to outside.
This means that all incoming packets should be in response to some outgoing connection.
A simple packet filter is not able to track if the incoming packet is a reply to an outgoing
connection. A ‘stateful packet filter’ keeps track of connections and is able to map
incoming packets to the outgoing connections and block the incoming connection setup
attempts.

Unlike the packet filters, application firewalls, also called proxy firewalls, act as ‘man in
the middle’ (MITM) devices. They terminate the original connection, decapsulating the
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packet up to the application layer, interpreting the application protocol and formulating
anew request on behalf of the initial sender. Compared to a packet filter firewall, a proxy
firewall can block attacks which are built into application layer protocols like HTTP,
FTP, telnet and others. The limitations for usage of the proxy firewall are complexity,
supported application protocols and performance.

In addition to the above-described network firewalls which protect the whole network,
there are also host-based firewalls in use. A host-based firewall is just an additional
application which is installed into the host system and monitors the network connections
of that host system. Most of the modern operating systems have a built-in host based
firewall which can be easily turned on.

4.2 Detection and Prevention Systems

The rapid proliferation of both internal and external threats against information
systems forces us to think more about traditional security measures such as ACL and
firewall rules. Although those tools and techniques are major elements in our current
cyber security infrastructure, there are some advanced approaches as well. Intrusion
Detection Systems (IDS) and Intrusion Prevention Systems (IPS) arise at that point, and
are designed to prevent advanced intrusion attempts which aim to penetrate systems.

4.2.1 Intrusion Detection and Prevention Systems

An IDS is a device or a software application which monitors network activities and
operating system processes to detect potential intrusions. The IDS processes different
events and logs which can be collected from one or more systems, correlating different
incidents gathered from numerous servers, clients or network devices. It can be
understood as an advanced monitoring technique which can collect lots of data from
different nodes.

An IPS, on the other hand, has one more goal to achieve. It can also prevent malicious
activities detected by IDSs. After the identification phase of an intrusion conducted by
the IDS, IPSs attempt to block and stop those activities. [3] These approaches are quite
similar and related, but with an essential difference. IDSs are focused on detecting
incidents successfully with the lowest possible false positive and false negative rates,
and reporting those activities to systems administrators in the most accurate way. It
is up to system administrators to take action related to alerts, taking a second look
and analysing them further, or just ignoring them if they choose. However, IPSs can
be considered to be extensions to IDSs and they are more reactive. Depending on
the incident, they can take actions such as sending an alarm, dropping the malicious
packets, resetting the connection or blocking traffic from the offending IP address. [4]

Regarding the nature of IDS and IPS mechanisms, most of the system administrators
try to balance their needs — regarding which technique they prefer — by taking into
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account the complexity of the systems they manage, the number of events occurring
daily, the performance of IDS/IPS tools they use and so on. For very critical production
systems, IDS reports would usually suffice for system administrators, as they would not
risk any automatic response which might have adverse effects.

In the following section, the modus operandi of IDS and IPS will be elaborated on
focusing on different types and approaches those systems can show.

4.2.2 Signature Based versus Anomaly Based Intrusion Detection Systems

In order to identify an incident, IDSs use either signature based or anomaly based
identification techniques. In the signature based IDS, system administrators predefine
a signature which should be considered as an incident by IDS, and then IDS will only
detect such incidents with those preconfigured patterns. In the signature based model,
the IDS does nothing more than its predefined pattern detection. Anomaly based IDSs
are a bit more active and do not need any input from system administrators. When
installed, the IDS determines what is the normal behaviour of the network or a host,
such as how much bandwidth is used, which ports are open, which services are running
and so on. [5] After a while, the standard statistics of that environment will be learnt
by the IDS. Following such calculation period, if an event occurs and has a different
pattern than the expected behaviour, the IDS will report this incident as an alert.

4.2.3 Host Based versus Network Based Intrusion Detection Systems

Host Based Intrusion Detection Systems (HIDS) deal with host specific issues which
can be a signature of an incident. They collect host data from different sources such as
operating system processes and file system updates. If any incident occurs, which can
be identified using signature based or anomaly based techniques as we have mentioned
above, an alert is generated. Network Based Intrusion Detection Systems (NIDS) have
a quite similar approach to HIDS, but they mainly focus on network activities. They can
be installed at specific points in a network, which might be either a network device or a
server. Then they collect network packets transmitted through those interfaces in order
to identify malicious network activities.

4.2.4 Black Lists versus White Lists

Black list and white list techniques constitute two different approaches to security
filtering. They can be implemented in IDS solutions, but it is not a requirement. Similar
mechanisms can be applied to almost every information technology (I1T) systems.

Black lists contain already detected IPs, hostnames, Uniform Resource Locators
(URLSys), processes etc. which have a relation with malicious activity. That information
accumulates over time with each received internal or external data. Computer Emergency
Response Teams (CERTS) can be helpful in publishing malicious IP addresses to be
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blacklisted and blocked. [6] White lists, on the other hand, take the opposite view. White
lists contain only necessary and legitimate IPs, URLS, hostnames, processes etc. In this
approach, only listed entities are allowed to communicate, access the system, execute a
certain process, or take any other action. Any other sources than the ‘white-listed’ ones
will be blocked.

4.2.5 Deep Packet Inspection

Deep Packet Inspection (DPI) is a network analysing technique which examines the
contents of network packets during transmission and can be understood as an inspection
point. Results gathered from DPI node can be used just like an IDS or IPS. But using
DPI might reveal more obscure malicious intentions such as advanced viruses, spam or
any other content-related malevolent codes. After the inspection process, the connection
which transmits that unwanted code could be terminated, or diverted to a specific
network zone. The DPI technique requires lots of resources in terms of computing
power. This is one of the reasons why DPI is not common compared to other solutions
like IDS/IPS or firewalls. DPI can also be considered as an interception technique.
Since this interception can also be done in large-scale networks, discussions about the
legality of such technologies arose. If used by governments, it is a known fact that all
unencrypted data transmitting in those connections can be intercepted, analysed and
even stored with these DPI advancements.

DPI consumes lots of processing power, and therefore high-speed DPI equipment is
much more expensive than ordinary routing equipment. DPI is often implemented at
the network perimeter where all the incoming and outgoing traffic can be analysed. In
case of big enterprise networks, ISPs or State backbones, the data speed in the network
checkpoint can reach hundreds of gigabits per second. Until recently, even layer 3
routing of these data speeds has been a challenging task for the networking equipment,
but new hardware based ASICs and multi-core processor technologies have enabled DPI
up to layer 7 of terabit data speeds.

DPI technologies can serve economic purposes like network or bandwidth management.
It can be used for lawful interception, copyright enforcement and for malicious data
filtering. DPI can also be implemented for some more questionable purposes like for
targeted advertising, and several governments are using DPI for internet surveillance
and censorship. Some governments that are believed to perform DPI at State level are:
Iran [7], Russia [8], China [9] and the United States (US). [10] It is obvious that the data
speeds at network boundaries of these countries are very high and also huge processing
power is needed for complete DPI.

In addition to processing power, there are some other limitations for the DPI and the
most important one is strong encryption. [11] It is obvious that people living in digitally
repressive countries are actively looking for encryption possibilities for all of their

70



PART |
Introduction to Cyberspace — Sociological Facets and Technical Features

communications. Recently several service providers (Facebook, Google) have switched
to the default Secure Socket Layer (SSL)* encryption. Looking back to the I1SO-OSI
model at Figure 1, SSL is done just above layer 4. That means all network devices (e.g.,
switches and routers) operating below layer 4 are not even aware if the traffic they are
processing is encrypted or not. After ripping off lower layer headers, the DPI platform
will detect the encrypted traffic which it is not able to analyse by pattern matching
techniques. Leaving the crypto breaking and bypassing aside, theoretically there is no
way for a DPI platform to perform pattern matching on encrypted traffic. The easiest
way some digitally repressive governments are dealing with that DPI limitation is just
to throttle down or to block encrypted traffic. Other, less effective ways to deal with
encrypted traffic are to perform behavioural or statistical analyses on encrypted data.
For example, it is possible to detect encrypted voice over IP (VoIP) traffic based on the
human conversation patterns, as the same patterns are also reflected in the encrypted
network traffic. [12]

Another approach to perform surveillance of otherwise encrypted data is to perform
DPI before the data is encrypted, in other words bypassing the encryption. The
prerequisite for this approach is the cooperation with service providers. In case of
centralised services, like Facebook, Google, Skype or many others, one encryption
endpoint is centralised at the service provider’s side and the other resides on the client’s
side. It is technically very easy to set up a DPI interception point at centralised premises
of service providers. In 2013 Edward Snowden revealed the secret program PRISM.
Snowden claimed that the US National Security Agency (NSA) has direct access to the
servers of nine world-wide service providers in order to obtain unencrypted data for
surveillance purposes. [13]

4.3 Honeypots

The term *honeypot’ has growing popularity among experts dealing with cyber security
issues in the last couple of years, regardless of the expert’s level of technical expertise.
A honeypot can be described as ‘a general computing resource, whose sole task is to be
probed, attacked, compromised, used or accessed in any other unauthorized way’ [14]
in order to collect information about the attack and the attacker. Thus, as the definition
suggests, the main task of honeypots is to be compromised in one way or another.

From a cyber defence perspective, this technique is very beneficial and useful in a
couple of different ways. Honeypots can be used to collect early warning signals from
malevolent actions, to analyse attacking vectors and identify what kind of attempts are
coming and who might be the perpetrator, to gather different types of malwares and

10 SSL is a protocol used for encryption of internet communication. If a web communication is encrypted using
SSL it is referred as https.
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0-day attacks, or even to pave the path for responsive cyber defence activities to identify
persons behind malicious actions.

All of the ideas and prospective goals mentioned above can be achieved with the help
of honeypots, because the intrinsic feature of these systems is to lure attackers and set
up persuasive traps for them. During a cyber attack campaign, it is presumable that the
actors behind the aggression are looking for vulnerable systems. Even using a single
honeypot would give the upper hand to defenders because they can identify what type
of offensive behaviour is taking place, what are they looking for and who they might be.
Before elaborating further on the benefits of using honeypots, the technical features of
honeypots will be presented.

4.3.1 Types of Honeypots

The classification of honeypots could vary depending on the point of technical resource
or the level of interaction. From this perspective, attacked resources can be classified
as ‘server-side’ or ‘client-side’. There are also ‘high interaction’ and ‘low interaction’
honeypots which take into account the level of interaction of potential attackers.

Server-side honeypots are servers—which can use Linux, Windows or any other operating
system which has applications and services running — which expose open ports to lure
cyber attackers to interact with them. These are traditional types of honeypots, as they
show most intrinsic features of these systems such as services with default passwords,
easily exploitable applications and similar misconfigurations. After a login or a login
attempt to those services, attackers would think they actually found a legit system and
might try to take further steps such as privilege escalation and attack persistency.

The second type of honeypots, from a technical resource perspective, is the client-side
honeypot. This type of honeypots uses a different approach: they crawl and probe web
sites to get infected with malware in order to identify which sites have malicious codes
implemented. To set up a client-side honeypot, unpatched operating systems and old
versions of web browsers with vulnerable flaws are used, because they are trying to
mimic novice users who have minimum knowledge about cyber security. Client-side
honeypots are especially useful for CERTSs to detect malicious web servers which are
trying to infect their visitors, so that they can try to minimise the threats by taking
counter measures against malicious activities.

Before providing examples for already developed honeypot applications, the second
classification of honeypots which have two types, high interaction and low interaction,
will be explained. This approach considers the interaction level between honeypot
systems and attackers. High interaction honeypots let attackers gain actual high level
systemrights; even operating system level access could be given to attackers to watch their
behaviour if they think they have compromised the machine. This mechanism needs a lot
resource in terms of both physical requirements and efforts by security administrators.
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For the physical requirements, such as setting up new servers with different operating
systems, recent technologies help honeypot owners. Virtual technologies like products
of the VMware-company, Oracle’s “Virtual Box” or Microsoft’s ‘Hyper-V’ make things
convenient, as they provide virtual operating systems so that high interaction honeypots
can be installed with ease. Maintenance issues, such as creating new servers, copying
them to different locations or reverting back to the initial states, take much less time.
This is also important as these systems will eventually get compromised, and we do not
want attackers to use honeypot systems forever.

Low interaction honeypots, on the other hand, need much less resource in terms of
initial setup and maintenance costs. This type of honeypot uses fake applications which
attackers might be interested in and would like to interact with. These bogus services
will continue to respond to malicious requests in order to deceive aggressors to take
more actions, aiming to collect as much information as possible.

The difference between low interaction and high interaction honeypots is the level of
interaction they provide to potential attackers. Low interaction honeypots are easier to
recognise, since they solely deal with the initial state of a cyber attack campaign, such
as scanning a machine to find vulnerabilities. A low interaction honeypot can show
bogus vulnerabilities, and if someone tries to exploit that specific vulnerability, this
is a clear indication of a malevolent behaviour. The honeypot owner may choose to
block that IP address or even report the incident to a CERT. On the other hand, High
interaction honeypots do not choose to interfere that early; they instead let attackers use
the machine for longer.

Although there are accepted classifications of honeypots, as mentioned above, it is also
viable to think about them as a concept, and not as a collection of different technologies.
As an example, we can create a fake social media account which shows an affiliation with
our organization. Using that social media channel, it is possible to post fake information
about non-existent systems. After some time it is possible to detect if someone uses
that information, which can also be described as a honeytoken. Posting fake credit card
information to hacker databases or giving out bogus account usernames and passwords
to websites like ‘pastebin.com’ are just a few examples of this approach.

4.3.2 Honeypot Solutions

There are different information sharing portals and online forums where security
experts exchange their ideas regarding honeypots. The Honeypot Project is one of
the most prominent examples. Academic papers as well as the newest honeypot tools
and workshop announcements are shared through these portals. Project Honeypot*? is

1 See https://www.honeynet.org/.
12 See https://www.projectHoneypot.org/.
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another pertinent example in the field. Details about most of the tools mentioned below
can be found on these portals.

After the theoretical discussion, it would be beneficial to give at least a brief introduction
to the honeypot solutions. Despite the fact that some of them exist only for research
purposes and do not last for long (because of the lack of continuous support) they are
very useful.

For server-side high interaction honeypots, Argos® is a good example to take an initial
look at. The concept behind this tool is ‘to detect remote attempts to compromise
the emulated guest operating system’, as the authors state on their website. Another
tool worth a mention is HIHATY. This is a Hypertext Preprocessor (PHP) based web
application honeypot that tries to detect web-based attacks such as Structured Query
Language (SQL) injection, file inclusion, cross-site scripting (XSS) and so on.

On the other hand, Dionaea® is one of the fastest growing tools in the low interaction
server-side honeypots category. The main purpose of the tool is to collect malware
used by attackers, if they try to exploit fake vulnerabilities in open ports served by the
tool. Even though Dionaea can handle many services in a typical box, there are also
some specific tools tailored for specific ports and applications. Kippo® is one of them.
This low interaction server-side honeypot collects information targeted against a bogus
secure shell (SSH) port 22 and logs the actions taken by the aggressor after they thought
they had opened a session.

Client-side honeypots constitute the second major category in this classification.
Capture-HPC NGY is one of them. It basically interacts with servers and constantly
monitors the operating system which the tool is working on, in order to detect if the
connected web server tries to do something malicious. Shelia, which is another high
interaction client-side honeypot, operates in a slightly different way. It clicks all links
in a web page and does everything which is advertised by the web application like an
unconscious user, to detect whether a malicious activity is being triggered by the server
or not. Thug?®®, which is a low interaction client-side honeypot, is the last example in this
category. This honeypot focuses primarily on revealing malicious web pages.

Both client-side and server-side honeypots have the same aim - the detection of
malicious activity — but achieve it through different means.

13 See http://www.few.vu.nl/argos/?page=1.

14 See http://hihat.sourceforge.net/.

15 See http://dionaea.carnivore.it/.

16 See http://code.google.com/p/Kippo/.

17 See http://pl.honeynet.org/HoneySpiderNetworkCapture.
18 See https://github.com/buffer/thug.
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4.3.3 Honeypots as a Cyber Defence Technique

After the brief introduction into honeypot technologies and available solutions, it is now
possible to elaborate on these systems and discuss how they could be used to strengthen
the defensive posture of an organization.

One of the main benefits of using a honeypot system is altering the phases of a cyber
attack in order to extend the detection phase. There are different classifications to
analyse a cyber attack life cycle. According to one them, the cycle consists of following
phases: reconnaissance, weaponisation, delivery, exploitation, installation, command &
control and action. It is extremely hard to detect some cyber operations during the first
two phases, as the interaction between the attacker and the victim is quite low.

Honeypots can be useful in alleviating this issue. We can use honeypots to plant fake
attack points to deceive attackers and this approach can be used as an early warning
system. The more time the defenders have before the actual attack, the more it is possible
for them to take proper measures. From this point of view, honeypots can work asan IDS/
IPS system (see section 4.2.1). The difference between such solutions and honeypots is
that IDSs are designed to detect actual attacks coming to real systems. Most likely they
are critical production systems in an organization which means we cannot change the
configuration of those systems easily, as there might be serious consequences.

Despite this obstacle, we are heavily dependent on such traditional detection mechanisms,
so honeypots may provide useful solutions. Security experts can set up honeypots with
the same configuration as the production servers have, but with a couple of differences.
For example, honeypots will not contain critical business information, so it will not cost
anything if those systems are compromised. They might have additional vulnerabilities
to let attackers step into the system, in order to analyse what they are trying to achieve.
If it is understood that aggressors are searching for a specific piece of information, the
actual data can be moved from the real production server to another, more secure one.
This type of intelligence is hard to get in the absence of honeypot systems. As a result,
the possibility of remediating the time disadvantage which defenders currently suffer
would help significantly with their security posture and might turn the tables against
attackers.

Another useful technique which might be achieved using honeypots is connected to
the challenges of attributing malicious cyber activities to an 1T-system or computer
network. The anonymity of the cyber attacker is a serious challenge, especially
with regard to high level attacks. Finding out the real IP address or any other useful
information associated with the attacker’s identity is a burdensome task, although it has
special importance regarding legal issues.

The honeytoken technique is another approach to get additional information about
attackers and their identity, which is similar to honeypot systems. The main difference
between a traditional honeypot system and a honeytoken is that honeytokens do not
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have to be computer systems. They can be an email message, a text file, a web site or
anything useful which might help to reveal the identity of aggressors. It is quite similar
to using painted banknotes or banknotes with special serial numbers in order to track
them. If someone has them, they can be easily tied to criminal activity. As an example,
there are techniques where you can plant an invisible image file to a word document and
whenever that document is opened somewhere in the world, the hidden image file tries to
connect home, which is a web server you manage. The connection reveals the IP address
of the image, as well as the document. If such documents containing critical business
information are planted and distributed to different computers in an organization, then
it would be possible to detect the time and place of any theft.

The third and last way of using honeypots discussed in this section is about increasing
the cost of a cyber attack. Suppose there are 50 different computers, including client
and server machines, in an organisation. If an attacker finds a way to connect to that
network, there are only 50 machines for him to discover. Reconnaissance efforts and
vulnerability scanning operations would be quite low. There are different types of
honeypots which can be implemented to create fake machines in a network. Let us
assume that an organisation has a B class IP range.r This type of setting easily allows
more than 65,000 IP addresses in one network. Although there were, say, only 50 real
machines, far more IP addresses could be automated to feign the ‘existence’ of many
more computers.?® Here the challenge for the attackers begins. Scanning all those IP
addresses and receiving fake live response packets would confuse the attacker, and
he would spend much more time discovering which machines are real and which are
not. It is even better if high interaction honeypots are in place, because it is very hard
and sometimes impossible for aggressors to recognise them as fake computer systems.
Nowadays there are lots of directed attacks, but most have no specific targets. It would
be fair to say that attackers, especially financially motivated ones, are looking for low-
hanging fruit, which is easy to compromise without any extensive effort. Although
this cannot always be the case, especially for the highly-motivated hackers, it is still
beneficial to set up honeypot systems.

Increasing the cost of cyber operations for malicious users, trying to reveal the real
identity of attackers and gaining additional time during a cyber attack can be listed as
the main benefits of honeypot systems. Installing exploitable machines in a network®
or planting traps for web application scanners® constitute different approaches to
accomplishing these goals. Different honeypot solutions are very likely to increase by

19 For more information see http:/technet.microsoft.com/en-us/library/cc940018.aspx.
20 One of the tools make it possible is ‘Labrea Tarpit’, see http://labrea.sourceforge.net/labrea-info.html.

21 Although most honeypots can be useful for this, Project Nova is worth mentioning, see http://sourceforge.net/p/
adhd/wiki/Noval.

22 Setting up such honeypots would lead web ‘crawlers’ and ‘spiders’ to go in an infinite set of dynamically
generated webpages, see for example ‘Spidertrap’, http://sourceforge.net/p/adhd/wiki/Spidertrap/.
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number and complexity. As a useful defensive technique, these solutions bring a new
tool to the cyber security experts’ inventory, which is likely to be effective in creating
extra obstacles against aggressors.

5. Network Architecture and Security

In this section, current and upcoming security mechanisms related to network
architecture will be covered. There could be a variety of different topics to elaborate
on here, but a couple of most prominent ones are described in detail. Starting from air
gapped networks, which are networks isolated from the internet, it will be explained
what can be achieved defensively by implementing such designs. The next topic will be
Domain Name System (DNS), which mainly deals with domain name to IP conversions
and the security impacts of it. Then we will address a popular buzz word, cloud. In
the last part of this chapter, the Internet Protocol version 6 (IPv6) protocol will be
examined, which is a new protocol that has the potential to change current network
designs.

5.1 Air Gapped Networks

An air gap, also known as an air wall, is a networking security measure which ensures
that a computer network is physically separated from insecure networks, such as the
internet or insecure LANS. [15] Physical separation also encompasses electromagnetic
and electronic isolation, in order to prevent any possible data leakage from those air
gapped networks. The necessity of air gapped implementations arises from the fact
that the internet is a connection of networks and there is always a chance to bypass all
security measures if a computer is connected to the internet. This fact remains true no
matter how low that possibility is.

Air gapped networks are expensive to implement as they need extreme precaution
during both set-up and maintenance. But there are other factors too. As an example, all
the hardware in an air gapped network should be secure enough to prevent data leakage
via TEMPEST techniques;? also, electromagnetic isolation solutions such as Faraday
Cage should be in place.

Although air gapped networks sound quite secure, because they are isolated from
external influence, there is another threat which can undermine all these measures:
the human factor. Since it is very likely that an air gapped network will consist of
different computers, servers, network devices or even industrial control systems, those
machines use traditional media storage like Universal Serial Bus (USB) flash drives,
CDs/DVDs etc. Even if there is no need to create a persistent connection to those air

23 TEMPEST technologies refer to the different methods to collect information from emitted electromagnetic
waves.
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gapped networks, it is quite possible to compromise those environments with a single
USB stick if it has malware in it. This is exactly what happened in Iran’s Natanz nuclear
facility, with the infamous malware Stuxnet. [16] Stuxnet is a very well-known example
to illustrate penetration of such networks, but there might be other unknown examples.
If there is human intervention, it is possible to say that all security mechanisms can be
defeated. Nevertheless, air gapped networks are still strong and secure implementations
compared to networks which are connected to the public internet. Numerous air gapped
network examples can be found amongst military and government computer networks,
financial computer systems, stock exchanges and engine control units in machines.

5.2 Domain Name System Security

The Domain Name System (DNS) is a foundational internet technology used in every
name to IP conversion. Since words are much easier to remember than IP addresses
like 195.222.11.253, we simply prefer using a name (www.ccdcoe.org) instead of the
respective IP address. DNS provides a way to know the IP addresses of servers on the
internet. It is like a directory service which provides host name—-IP mappings so that we
can query our desired destination. [17]

Essentially, when we want to create a connection to a server using its name, our computer
tries to find which IP address belongs to that name. There are different ways to find it
out. If there has been a connection to that server earlier, it is likely that our computer
stores that mapping locally. If not, then the DNS starts to operate and tries to find the
server’s IP address by iterative or recursive queries to name servers. This process will
continue until an authoritative server responds to that query and reports the IP address
of the host name.

DNS attacks are trying to manipulate the host name—IP mapping process, forwarding
users to wrong IP addresses. There can be different attacks against DNS, including
DNS spoofing, DNS cache poisoning and DNS ID hacking, since the protocol itself does
not have any inherent security measures by design. DNS ID hacking is a way to enable
the other DNS attacks mentioned above. Any client waiting for a DNS reply to its query,
tracks that query with an ID and if that ID is known by malicious users, they can use it
and send responses with other IP addresses than the correct one. If successful, the next
step is called DNS spoofing, a term referring to the action of sending false responses
to those DNS requests which are intended for real DNS servers. Lastly, DNS cache
poisoning is more advanced and is built on top of the other techniques we mentioned
here. It is a way to poison the DNS servers’ cache so that hackers can make a DNS
answer to a specific request in the way they want to. If successfully conducted, these
types of attacks are quite serious, since it is very difficult for even advanced users to
recognise that an attack has taken place.
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Although the DNS architecture seems prone to various attack vectors, as mentioned
above, there are some technical security measures against those attacks. DNS Security
Extensions (DNSSEC) is one of them. Basically, the purpose of DNSSEC implementation
is to increase the security of name-to-1P lookup conversions by adding authentication
to this process. All the queries and responses are digitally signed and this impedes
DNS cache poisoning and similar attacks. DNSSEC implementation is not simple and
its implementation occurs on a voluntary basis. This affects the implementation time
negatively, but some countries require its use. In the US, the federal government has
mandated DNSSEC implementation for government networks. Despite some promising
examples, there is still a lot of work to complete DNSSEC migration from legacy
systems.

5.3 Cloud Computing Security

Cloud computing security, or cloud security in short, is related to security aspects
of this rapidly growing concept. Just as cloud computing itself is not only about
technological advancements, but is rather a term about the concept of working with data
that is accessible from anywhere and from any device, so is cloud computing security.
Cloud security is related to a broad set of policies, controls, regulations and of course
technological possibilities in order to mitigate different attacks coming towards the
information stored in cloud computing environments.

There are different types of cloud service models such as Software as a Service (SaaS),
Platform as a Service (PaaS) or Infrastructure as a Service (laaS), and also different
deployment models like private, public or hybrid. All these implementations require a
different set of considerations.

From atechnical point of view, cloud computing security mainly deals with virtualisation
security, because the platforms under cloud services are mainly using that technology
[18], but there are other issues to be taken into account. From the Information
Security Management Systems’ perspective, all the asset, threat and vulnerability risk
assessments associated with cloud environment should be calculated carefully.

Firstof all, physical security of cloud devices, including servers and clients or whatsoever
we want to shift to the cloud, should be under scrutiny, because the physical security
of a cloud service providers’ territory equals the security of the data which is stored in
it. Availability, as a dimension of the CIA principles, can be also affected. Availability
is important to the discussion regarding the accessibility of cloud services over the
internet, since it is heavily based on the quality of the internet connections of clients
and service providers.

From the confidentiality perspective, cloud services also provoke discussion because
the modus operandi of this concept is about the physical relocation of our servers, and
the services and applications running on them. Transmission of data from cloud service

79



Emin Caliskan & Raimo Peterson

Technical Defence Methods, Tools, Techniques and Effects

provider to client device happens over the internet, and encryption of that connection
is more important than before. Encryption mechanisms, as well as authentication
techniques, require attention in cloud computing security.

Last but not least, the integrity of the data stored in cloud environments is another point
to be taken into consideration. The integrity aspect also encompasses all monitoring
data and logs (related to accountability), among the data itself. Since cloud service
providers have access to every system in their environment with system-level access
rights, they would also have the ability to access the servers they manage, and read or
update data. From this perspective, cloud computing security evolves into a political
and regulatory discussion. [19]

In conclusion, cloud computing security can be summarised as the sum of societies’
current concerns related to the traditional security of information systems, plus the
reliability and security of internet connections which are a highly dominant factor in
cloud services, and the trust issues regarding the physical relocation of devices to some
service providers’ boundaries. Regulatory and legal issues are heavily involved in all
these debates, especially the key issue of whether or not to trust cloud services and how
to make them secure.

5.4 1Pv6 — Solutions and Challenges

One of the most important changes which would affect network architecture and the
way our devices communicate in the next few years could be IPv6. It will change
the format of IP addresses which we currently use to define and identify connected
machines; it will bring solutions as well as brand new questions with regard to network
infrastructure. IPv6 has numerous security advancements, but they are not likely to
solve every issue regarding the attribution problem or to build more resistant cyber
infrastructures against cyber attacks. The following subsections deal with such IPv6
discussions.

5.4.1 Background

The proliferation of worldwide internet users and the growing number of internet-
enabled devices, including smart phones, tablet PCs, watches, cars or even household
devices like fridges, ovens and air conditioners, require a unique identifier for each to
connect and communicate with each other, which is called an IP address.?* Obviously
it is not enough to have just an IP address to connect this massive network of networks;
there should also be a protocol which handles the assignment of those IP addresses
and describes how they operate with each other. IPv6 deals with this issue to make the
internet work, just like its predecessor protocol, Internet Protocol version 4 (IPv4).

24 See supra note 4.
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Since every device which joins the internet needs a different IP address, protocols
should have sufficient unassigned IP resources to fulfil these demands. The need for
IPv6 arose from this point, since IPv4 uses a 32-bit address space which can distribute
up to 4,294,967,296 unique addresses [20], which has already run out.?® Reports indicate
that there are 2.7 billion people online [21], and the number of internet-enabled devices
is today more than 10 billion [22]. IPv6 uses 128-bit address space which can be used to
distribute 34x1037 IP addresses (number 34 followed by 37 zeros). This huge number is
more than enough for now and for the foreseeable future.

5.4.2 Technical Insights

Before we take a closer look at transitional issues and the management of 1Pv6, we will
discuss the technical differences of IPv6 and related security issues first. One of the
key elements of IPv6 is related to its new network topology. This is the arrangement
of various elements including switches, hubs, routers and client computers. Since IPv6
makes it possible to use many more IP addresses thanks to the vast IP address pool,
the need to create subgroups (LANSs, Virtual LANSs etc.) will decrease. The restrictions
related to the assignment of IPv4 addresses would not be an issue anymore. This
situation would also affect the topological design of other network devices, such as
routers and switches. Connections between two end-user computers would be mediated
by fewer such devices. As a result, attackers would find more chances to initiate direct
connections with their victims.

One of the major issues regarding IPv6 is about Router Discovery (RD) operations.
In order for a router to establish a connection to the rest of the world, an IPv6 enabled
device first needs to discover that router. This is done via a special message which
requests that information for the router. If an intruder manages to install itself in the
same network as that device, there is the possibility to send a fake response message. If
successful, the connection between the device and the router might be intercepted and
this results a Man-in-the-Middle (MITM) attack.

Another feature worth mentioning about IPv6 is its native support for Internet
Protocol Security (IPsec). IPsec is a protocol suite for securing IP communications
by authenticating and encrypting each IP packet of a communication session.?® IPsec
provides various security services to achieve data confidentiality, data integrity and
authentication at the network layer. Details about layering model and encapsulation can
be found in section 3, and insights about how encryption works will be elaborated on
in section 6 of this chapter. As a short summary, IPsec provides authenticity for every

25 Although IPv4 protocol has already run out of available IP resources, we can still use IPv4 due to solutions
like Network Address Translation (NAT) protocol. Using the NAT protocol allows to share a unique IP address
with different users in an internal network to access the internet. 192.168.X.X type of IP addresses constitute
an example of those private addresses.

26 See Internet Protocol Security, http://en.wikipedia.org/wiki/IPsec.
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piece of data which is transmitted over the network (IP packet), by check-summing the
packages using a cryptographic hash? algorithm. IPsec works well both for 1Pv4 and
IPv6, but there is a difference. IPv6 provides native support for IPsec because IPsec was
originally developed for IPv6, but found widespread deployment in IPv4 first.

The vast address space brings different concerns as well. One of them is reputation-based
protection services. These services or lists are being used to prevent known malicious
servers from passing defensive perimeters by blocking them beforehand. There are both
public and private services which offer these solutions. This technique works with black
lists and calculates whether a server has a good reputation to access a specific resource.
IPv4 reputation lists have a wide collection of IP addresses in them, because of the
time spent with IPv4 protocol. IPv6 has not yet comprehensively identified malicious
IP addresses. Even though we might think it is because the usage rates of IPv6 are not
yet mature, there is another reason why these services may be compromised: the vast
address space of IPv6. Since there are trillions upon trillions of IP addresses available in
IPv6, collection and distribution of malicious IP addresses is a daunting task. Malevolent
users can easily change their IP address to continue their work without interruption and
avoid getting caught on a reputation list. From a defensive perspective, it can also be
tricky to manage servers with more than one network interface and simultaneously
deal with different network schemes. Different network interfaces can offer different IP
addresses to a server in order to establish internet connection and this situation prevents
security administrators from correlating malicious activity between a server and an
IP address. Attackers can use one server with tens or even hundreds of IP addresses,
without having to worry about moving their ‘artillery’ to another server.

IPv6 IP addresses would also bring difficulties to security monitoring systems and their
operators. One reason is the syntax of the new type of IP address. Logging systems
can fail to detect them, as one IPv6 addresses can be written in numerous ways. Also,
traditional logging mechanisms and even IDS/IPS systems use grep-like?® commands
to match certain events. As an example, an IPv6 address can be written in the following
ways:

2a4f:0000:0000:0000:0005:0600:300c:326b
2a4f:0:0:0:5:600:300c:326b
2a4f::5:600:300¢:326b

27 A cryptographic hash function is a process that computes a value (referred to as a hashword) from a particular
data unit in a manner that, when a hashword is protected, manipulation of the data is detectable, see http://www.
techdictionary.com.

28 This ‘grep’ command is used to match a certain pattern of characters from an input, such as a text file.
Logging mechanisms are heavily dependent on this kind of basic but powerful detection mechanism. For more
information see http://www.unix.com/man-page/OpenSolaris/1/grep.
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The IP addresses listed above are actually same, but they are formatted differently.
The main reason for this is the convenience of reading and writing shorter words, or IP
addresses in this case. There are no shortenings like this in 1Pv4, which makes it a lot
easier to filter and match [P addresses. As an example, 192.168.1.2 is always written as
it is. There is no necessity for shortening IPv4 addresses as they are already short and
easily writable.

Another burden for the monitoring solutions is the difficulty of technical implementation.
Security Information and Event Management applications are heavily based on IPv4.
Considering that the numerous already developed open source tools and commercial
off-the-shelf (COTS) software products are based on IPv4, both the technical research
and implementation for IPv6-type monitoring solutions will be time-consuming and
difficult to achieve in the near future.

5.4.3 Transition to IPv6

Transition to IPv6 and the possibility of achieving pure IPv6 for the internet is a subject
long argued over. Although there are concerns about address exhaustion of 1Pv4,
migration deadlines for IPv6 have been repeatedly postponed to undetermined dates.
There are reasons behind this which were explained in section 5.4.2, such as using
Dynamic Host Configuration Protocol (DHCP) and Network Address Translation (NAT)
technologies to share one public IP in order to access internet from an inner domain.?
Starting from 2011, IPv6 adoption rate has grown steadily worldwide. Statistics show
that IPv6 support is almost 2% as of today. [23].

The transition to IPv6 brings different questions, such as whether the transition will
ever be concluded and whether IPv4 will disappear. Experts have different opinions,
but most of them believe transition itself can be a pitfall. Since IPv4 and IPv6 are not
compatible and it is not possible to use them together without Intra-Site Automatic
Tunnel Addressing Protocol (ISATAP), Teredo or 6to4 packet converting techniques,
IPv4 and IPv6 will inevitably result in middle boxes mediating transactions through
networks. This situation would create a double attack surface, and it would be harder to
defend both. Another issue is that, although IPv4 and IPv6 have different strengths and
weaknesses in terms of security, attackers would have a chance to penetrate whichever
is more susceptible to attack. From an attacker’s perspective, it is likely that options
will double in number. Unfortunately, from the defender’s angle, the number of things
to protect would increase as well.

Another problem related to the transition is that IPv6 may operate by default in different
environments and configurations, which may generate some drawbacks. It would be
very likely that end users or even administrators dealing with systems and network

29 Technologies like DHCP and NAT make it easier to share a single IP address across a network, an organization
for example. Thus, multiple clients can use the same IP address for internet access.
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operations might not be aware of IPv6-related security hardenings. As a result, we
could see many systems with improper configurations. This would help attackers to
find security holes, especially in the complex environments, which might lead to misuse
of those settings. It would be possible for them to use IPv6 properties and bypass IPv4
security features or hardenings.

Both the native IPv6 support and other workaround solutions like Teredo, ISATAP and
6to4 require additional effort and most network administrators would perceive this
phase as an extra burden for their daily work. IPv4 has lots of security solutions which
are either developed in-house or offered by providers, and are tailored for each specific
system. On the other hand, there are only few IPv6 tools, technical guidelines and
solutions available. This would inevitably lead to additional learning and development
efforts for system administrators, so malicious users can benefit from this phase to
exploit poorly known vulnerabilities. The nature of migrating to a new and different
technology would bring new opportunities, but attackers are the first to use them.

5.4.4 Management Issues

IPv6 comes with a couple of managerial issues as well. Most of them are related to
the decision of how and when to commence the transition period, and when to end
it. Although it would be required for future implementations of the internet, some
executives think that there are no compelling reasons to conclude the transition phase
early. The reason of that is, if operations in a company are working flawlessly, a major
upgrade in the environment could bring lots of risk. There will be some services which
require IPv6 in the near future, but if they are not crucial for companies, then there is no
motivating reason to finish the transition as early as possible.

Another issue regarding transition management could be the cost of devices,
technological investments and training of employees. There are few people in the market
who know the technical details and also possess adequate experience in IPv6. From a
managerial perspective, shifting to 1Pv6 would require acceptable numbers of high-
quality personnel to lead the transition, especially for big companies and organisations.
Otherwise, it is likely that mistakes will occur during and after transition. Both training
the already available personnel and hiring IPv6 experts would be costly. This is one of
the reasons why some companies do not list IPv6 readiness as an important item in their
future plans.

Another point worth considering is the IPv6’s extensive address space. Although it
might make it difficult for attackers to scan a network to find vulnerable machines, it
is also hard to manage those networks. Maintaining proper configurations of machines
in such a complex infrastructure in terms of IP space would be a daunting task for
network administrators. There should be intense controls and active measurement
systems in order to keep the environment up to date and under control. Even in current
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IPv4 environments, managing network topologies is not an easy task, especially taking
into account different segmentations such as production servers, ‘demilitarised zone’
(DM2Z) servers, and dedicated segments for applications facing the internet. Using 128-
bit addressing in IPv6 together with IPv4 addresses would require lots of resources to
manage systems appropriately. As an example, in real deployments, it is common for
each endpoint in a network to have a 64-bit address space. There may be only a couple
of active nodes, but even that address space is over 4 billion times the size of the entire
IPv4 internet. This would force network administrators to create shortcuts, both for
assigning IPv6 addresses to end nodes and subnets in their IP range. This might help
attackers because if the addressing mechanism is understood by them, reconnaissance
efforts would reduce dramatically.

It would be fair to say that IPv6 would bring some new features which can be useful
for the security posture of an organisation, but it has also some drawbacks. Especially
during the transition phase from IPv4 to IPv6, we might face additional techniques
which attackers tend to use in those systems. While IPv6 comes with additional security-
related features, such as IPsec and IPv6 vast IP space, there will also be lots of new ways
of and possibilities for finding weaknesses in networks. IPv6 might help catch basic
attacks coming from novice hackers, but it is very likely that advanced attacks would
continue to exist, especially because clever attackers will always find a way to get into
the networks no matter whether it is using IPv4 or IPV6.

6. Encryption

This section does not cover the mathematics which lies behind all cryptographic
algorithms; however, in order to analyse the limits related to encryption, the topics of
symmetric encryption, asymmetric encryption, and hashing each will be covered in
detail. Two different encryption purposes are covered: encryption of data in transit and
encryption of data at rest.®

6.1 Symmetric Encryption

Symmetric encryption algorithms use the same key for encryption and decryption.
One of the strongest publicly available symmetric encryption algorithms nowadays
is the Advanced Encryption Standard (AES)®, which is available in 128, 192 or 256
bit key length. That means the same binary key of 128, 192 or 256 bits is used for
encryption and also for decryption. The users are capable of remembering passwords
and passphrases used as an encryption key, but not the 256-bit long binary bit streams

30 The term ‘data at rest’ is used for the data stored in local environment and not sent to anyone. The term ‘data in
transit’ refers to data sent over the network to a communication partner.

31 AESisasymmetric encryption algorithm established by the US National Institute of Standards and Technology
(NIST) in 2001.
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consisting of 256 zeros or ones. It would be possible to convert the 256-bit binary key
to 16 hexadecimal numbers, but even that is, for most humans, difficult to remember.
Hashing can be used to derive the fixed length binary key from any easily memorable
password or passphrase.

Hashing is a one-way mathematical function of converting a text of any length into
a fixed length value consisting of ones and zeros (hash value). Some of the important
properties of hashing are:
* it produces always the same hash value from the same plaintext;
e itisaone-way algorithm: it is not possible to derive the original text from the hash
value;
» changing the original text even by a single bit gives a completely different hash
value;
e it is extremely unlikely®? that two different plaintext messages will give the same
hash value (collision); [24]

e it is practically impossible® to compose a plaintext which would return a desired
hash value after applying the hash process to the plaintext.

So hashing is the perfect function to retrieve the required binary key from the password
or passphrases. The symmetric encryption-decryption process with passwords would
look like the following:

Encryption:

1. Using a hash algorithm, the password or passphrase is hashed, giving a fixed
length hash value.

2. Hash value is used as an encryption key for the encryption of the plaintext in
order to get the encrypted cipher text.

Decryption:

1. Using a hash algorithm, the password or passphrase is hashed, giving a fixed
length hash value.

2. Hash value is used as a decryption key for the decryption of the cipher text in
order to get the plaintext.

If symmetric encryption is used to encrypt data at rest, then key management is not an
issue. We just need to remember the password which was used at encryption and use the
same password for decryption.

32 ‘Extremely unlikely” in this context means that although the collision is theoretically possible, its probability is
so low that in any practical implementation it shouldn’t be considered.

33 Term ‘practically impossible’ in this context can also be understood as ‘extremely difficult’. Although
theoretically it would be possible, using nowadays available computing power it cannot be expected that
someone is able to accomplish the task in a reasonable timeframe.
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If symmetric encryption is used for data in transit, there is a need for a secure key
transmission to the other communication partner who needs the same key for the
decryption of the message. Sending the symmetric key to the communication partner
might be challenging as encryption keys may be eavesdropped or manipulated during
transit. Luckily, nowadays there are several tamper-proof key exchange methods
available (e.g., Diffie—Hellman, RSA®*), and sending the key is not the main problem
with symmetric encryption.

Figure 4. Symmetric encryption-decryption process.

If we use symmetric encryption for data in transit, theoretically we should have different
keys for each communication partner. If everyone must have the ability to send an
encrypted message to everyone else (e.g., for corporate email encryption solution), a
huge number of different encryption keys need to be exchanged and managed. Therefore
the key management of symmetric keys would become an unrealistic task already with
even a relatively small number of communication partners.

6.2 Asymmetric Encryption

Asymmetric encryption gives a solution to the problem of managing the huge number
of keys and for the authentication of communication partners. A mathematically linked
key pair is generated. A typical length of the asymmetric key could be 2048 bits, which
isaround ten times longer than the key size of a typical symmetric encryption algorithm.
Longer key size also makes the asymmetric encryption more resistant to ‘brute-force’
attacks, but that is not the main reason for using it. A more important difference is that
two keys are used in asymmetric encryption. One key can be used for encryption and
only the other key from the same key pair can be used for decryption. Generally, the
keys in the key pair are equal, just one of the keys (public key) will be made public

34 Both referred secure key exchange methods are explained in detail in Microsoft Technet, see http:/technet.
microsoft.com/en-us/library/cc962035.aspx.
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and can be published in directories. For example, the hash value of the public key can
be printed on business cards. The other key of the same pair will be kept secret and is
known only by the owner. This key is called either a private key or a secret key.

Two different use cases can be realised by asymmetric encryption algorithms. First, if
the plaintext is encrypted by using the public key of the recipient (see Figure 5), then
only the recipient can decrypt the message using his private key. This is the typical
scenario used to provide confidentiality for the data in transit. The private key of the
recipient provides the confidentiality.

Figure 5. Asymmetric encryption-decryption process.

The second usage scenario of asymmetric encryption is the digital signature (see Figure
6). The hash value of the document is encrypted using the private key of the sender who
is signing the document. In this scenario the document itself can be sent to recipient
without any encryption. The recipient decrypts the sender’s hash using his public key
and compares the sender’s hash value with the self-calculated hash value. If the two
hash values match, then it proves that the sender, as the owner of the private key, has
signed the document and the text has not been altered during transit.
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Figure 6.  Digital signature process.

In the case of asymmetric encryption, the same key pair assigned to a user is used for
all parties communicating with this user. Therefore, the compromise of the private key
would be fatal for a given user, because the compromise would affect all of his or her
communication partners. In symmetric encryption, the compromise of one key would
affect only one communication relation of the user as a different key is used for other
communication parties.

One implementation detail to consider is that asymmetric encryption process consumes
around 1000 times more processing power than symmetric encryption. In other words,
asymmetric encryption is slower than symmetric encryption. This might present
practical challenges to the encryption of fast data streams in real time by asymmetric
algorithms. Luckily, there is a workaround for that problem where only a short session
key will be encrypted by asymmetric algorithm and then the messages are encrypted
by symmetric encryption algorithm using the session key. This is called a hybrid
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cryptosystem and nowadays most of the asymmetric encryption implementations are
hybrid cryptosystems.

Symmetric encryption Asymmetric encryption

Two mathematically linked keys form-

Same key for encryption and ing a key pair. One key is used for
Number of keys decryption encryption, the other key is used for
decryption
Speed Faster, requires less computing Slower, requires more computing power
power
Typical key length 56-256 bits 1024-4096 bits
Key exchange Does not scale Scaling is not a problem
Sensitivity for com- Only one communication relation Affects all communication relations of
promise affected if key is compromised the user if private key is compromised
Suitable scenario Data at rest Data in transit

AES (128, 192, 256-bit key)
Blowfish (32-448 bit key) RSA (1024-4096 bit key)
3DES (112, 168 bit key) ElGamal

DES (56 bit key)

Sample algorithms

Table 1. Comparison of symmetric and asymmetric encryption.

6.3 Limits of Encryption

After having covered the basics of symmetric and asymmetric encryption and hashing,
this section will cover some practical problems and limits related to encryption.

First, it is important to understand that the user-defined key or password provides the
secrecy of the message, not that of the encryption algorithm. The encryption algorithm
itselfand the source code of the implementation software can be public or proprietary, and
public algorithms have some benefits over proprietary ones. If the encryption algorithm
is public, then the cryptographic community is able to analyse it for vulnerabilities.
By vulnerabilities we mean findings which allow the encrypted message to be broken
faster than by ‘brute-force” attack. Usually, the vulnerabilities found are theoretical and
might weaken the algorithm only a little. As an example, a vulnerability in an algorithm
may reduce the strength of an encryption algorithm with a 256-bit key length by a
few bits, making it comparable to, for instance, a 254-bit key length. This does not
have much practical value because the algorithm with 254-bit key length would also be
considered unbreakable. Usually the cryptologists publish new vulnerabilities, but there
is a theoretical possibility that some vulnerabilities are not published and may be kept
confidential by, e.g., intelligence agencies.
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Theoretically, it is possible to break any encryption by ‘brute-force’ attack. This could
be achieved by trying all possible combinations of the encryption key. The main
constraints with this approach are time and the computing power which can be obtained
for the money available. [25] For example, AES is currently considered to be the most
secure public symmetric encryption algorithm. It is available with 128, 192 and 256-bit
key length. Obviously, the 256-bit version is considered to be stronger than the others,
because the longer key is more resistant to ‘brute-force’ attacks. A key with 256-bit
length has 2256 possible combinations and it would take an unimaginable number of
years to break it by ‘brute-force’ attack using contemporary computing power. The
information would lose its value by the time a ‘brute-force’ attack had been successful.
Some may argue that we should also consider Moore’s law,* which states that available
computing power doubles roughly every 18 months. This is an observation which has
been more or less true for around 25 years, but the trend might not continue like this
forever. Even considering Moore’s law does not change the situation radically. There is
not much practical difference in cracking an AES 256-bit key by ‘brute-force’ in 1050
years, or in a hundred years less.

Another observation is that the Data Encryption Standard (DES) symmetric encryption
algorithm did stand for 25 years until it was cracked by ‘brute-force’. [26] How long will
the AES stand, which was published in 2001 and is considered to be the best symmetric
encryption algorithm available? Today we know only that AES does not have any publicly
documented cases of breaking. It is also claimed that some intelligence agencies are
storing the encrypted messages hoping that the new technologies developed in future
will allow the encryption to be broken before the information loses its value. [10] One of
the new technologies which in future could potentially crack the encryption is quantum
computing.®®

A second and even more complex issue is related to the secure coding of cryptographic
software. Again, there is open source software and proprietary software available and
the same logic applies that open source cryptographic software is considered to be
more secure because it would be more difficult to hide backdoors. There are several
claims that intelligence agencies are putting pressure on software vendors to implement
backdoors into encryption software. [27] Obviously, open source software would be
more resistant to this kind of attack, but it is still possible to hide backdoors in open
source software.

The third issue to consider is the encryption endpoint and the layer where the encryption
is done. We need to distinguish between end-to-end encryption on the one hand, and
scenarios where an encrypted channel is established between the end-user and a server,

35 Gordon E Moore described the trend of developing computing power in 1965, see http://en.wikipedia.org/wiki/
Moore's_law.

36 For more information on quantum computing see http://en.wikipedia.org/wiki/Quantum_computer.
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or between the end-user and the network perimeter, on the other hand. A typical
example without end-to-end encryption is a corporate Virtual Private Network (VPN)
where one end of the encrypted channel is terminated at the end user PC and the other at
the border of the corporate network. The VPN extends the corporate network virtually
to the remote client through an encrypted tunnel which is routed over the internet.
As the encrypted tunnel is on top of layer 3, the client will get the IP address from
the corporate network and virtually remains within the borders of corporate network.
Different applications running on VPN-connected clients establish their own layer 4
connections to the outside servers via corporate gateways. In this encryption scenario,
the administrators of corporate networks are able to monitor all the traffic of the VPN-
connected client because the traffic is encrypted only to the border of the corporate
network.

Another example explaining the encryption endpoint problem is SSL encryption where
each application connection is encrypted separately at layer 4. If a web browser initiates
an SSL connection to the web server, the connection between the client application (e.g.,
a web browser) and the web server is encrypted. The client also asks for the certificate of
the web server and checks if the signed certification authority (CA) is in the list of trusted
CAs of the client. In the case of SSL encryption, the network administrators would not
be able to monitor the traffic; for this reason, it is called end-to-end encryption. One
of the main risks related to encrypted SSL connections is the MITM attack. In this
scenario, the SSL connection from the client is rerouted to a proxy acting as the ‘man in
the middle’, and is terminated there. The proxy establishes another SSL connection to
the web server. As the encryption would be broken at the proxy, the owner of the proxy
could monitor the unencrypted communication. This attack has the problem that the
certificate presented by the proxy would not be signed by a trusted CA and the browser
would warn of the untrusted connection by a red address bar or a popup message.

There is a way that the client can verify the identity of the server he intends connect to.
The server sends its certificate to the client. The server’s certificate proves that the URL
belongs to the certificate holder and is digitally signed by a party which is trusted by
the client. If there is any mismatch between the data of the browsed web page and the
certificate (for example if the URL is different), the browser displays a warning, which
is a sign of a possible MITM attack. Clients (web browsers) have a built-in list of trusted
CAs. Usually, browsers have several default entries for the biggest CAs in this list, but
the list can be extended by the administrator of the client. A typical MITM scenario in
governmental and corporate networks where the routing, proxy and the client system
are controlled by the same organisation is:

1. SSL traffic to the web server is routed to the proxy by network administrators.

2. The proxy presents a fake certificate to the client which is digitally signed by the
organisation itself.

3. The organisation who signed the fake certificate has been entered into the list of
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trusted CAs of the client by system administrators who have full access to client
configuration anyway.

4. The connection from client to proxy does not show any warning, because the
digital signature of the presented certificate is trusted by the client.

5. The proxy establishes another encrypted connection on behalf of the client to the
web server and mediates the plaintext between the two encrypted connections.

This very typical scenario, also called SSL inspection, enables an organisation to
monitor the SSL connections without any warning being presented to the user. However,
a skilled user would be able to check the details of the certificate and find out that it is
signed by the organisation itself.

Several communication services (chat, email, VolP and others) are set up in such a
way that each client is communicating with the server over an encrypted connection
terminated at the server, and the server commutates the messages between the end users.
In this case, the service provider has full access to the plaintext communication of all
users. That is why governmental intelligence agencies have an interest in cooperating
with service providers in order to have direct access to the unencrypted communications
between customers. In 2013, Edward Snowden revealed the existence of PRISM, a
secret cooperation program of the US NSA, with nine worldwide service providers. [13]

6.4 Interim Conclusions

One of the simplest ways to send a secret message over the internet is just to compress
the file and encrypt it by 256-bit AES encryption, using WinZip and a strong password.
Then the zip file can be sent over the public networks by email. Many users are using
this method; this was also the official recommendation of the US NSA. [28] In this
scenario, it must be considered how the password is sent to a remote recipient. Quite
often the sender calls the recipient and tells the password over the phone. This would
leave additional risks if someone eavesdrops the phone call and thus would learn about
the WinZip password. Following the typical encryption scenario described here, we
would have to consider some issues we know and some others we do not: [29]

* We know that cracking a 256-bit long key of AES algorithm by ‘brute-force’ would
take an unimaginable amount of years. This is not a realistic attack scenario today.

» We know that there are no published vulnerabilities in the AES algorithm which
would remarkably reduce the time needed for cracking the message.

* We do not know if NSA or any other person or organisation has found an
unpublished vulnerability in AES algorithm which would allow cracking the
encryption. This is rather unlikely, as AES is open source project, but we cannot
completely exclude this possibility.

e We do not know if there are any deliberate or non-deliberate backdoors or
vulnerabilities built in into WinZip which would allow cracking the encryption.
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This is more likely, because WinZip is not an open source software, which makes
the auditing of the code more difficult.

To summarise, the weakest link is probably not the encryption algorithm but the
implementation of the entire cryptosystem: the design of the encryption software, the
coding of the algorithm, key management, password leakage and so on.

7. Organisational Aspects of Cyber Defence

7.1 Internet Organisation

This section will show how the internet is organised and how it works technically.
Further, the potential power of organisations will be assessed, especially with regard to
the ability to shut down the internet.

ISP are organisations providing internet services to end users. Historically, they are the
telecommunication companies who, in addition to supplying telephone services, now
also provide internet services. They offer either physical or radio connections to end
users. ISPs also provide IP addresses and routing information to and from the end user’s
host or network. In order to provide the service to end users, the ISPs must also have
internet uplinks to other ISPs. ISPs are sometimes divided into tiers (tier-1, tier-2 and
tier-3) depending on whether they pay fees for the interconnections with other networks
or they just peer®” on a voluntary basis with other networks, and maybe sell connectivity
to others. Tier-1 networks are the few largest networks which are believed to have access
to every IP address based on peering relations alone (i.e. no payments are involved).

Routers in the internet permanently share their routes with neighbours and also learn
new routes from them. That is done by means of routing protocols, whereby routing
information is transferred in parallel to productive traffic. Recently, several discussions
have taken place about whether and how it would be possible to shut down the entire
internet or to disconnect one country from the internet. As the internet is a distributed
system, there is no single political power that could impact the whole internet. The
possible political risk to the internet of a single country depends on the number of ISPs
in the country [30] and the number of physical external connections.

Technically, there are two major options for disconnecting a country from the internet:

e The first and the most straightforward possibility is simply to cut the wires at
the borders. This should not affect internal connectivity within the country, but
integrated services today heavily depend on external connections. For example,
several social networking and peer-to-peer communication solutions would not
work, as they have a client-server communication model which does not function
if communication to the server located outside the country is broken.

37 Peering is a voluntary and free of charge interconnection of administratively separate internet networks.
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» Another and more selective solution is blocking routing updates at the border
routers. There would also be a possibility to reconfigure the DNS, but this would not
cause a complete shutdown because the routing and connectivity on the IP address
level would remain unaffected. In order to block the routing advertisements at the
border router, all 1ISPs would have to act. If a country only has a few, government-
controlled ISPs, the probability for this kind of shutdown for political reasons is
high. This has happened in Egypt and Libya in 2011, and Syria in 2012. [31] If the
number of externally connected ISPs operating in the country is very high, the
risk of political internet manipulation is lower.

7.2 Domain Name System Organisation

As explained in section 5.2, DNS is the system which converts the URL names into
a routable IP address. The DNS is a hierarchical system where the Internet Assigned
Numbers Authority (IANA), operated by the Internet Corporation for Assigned Names
and Numbers (ICANN), is responsible for management of the Top Level Domains
(TLDs). There are two kinds of TLDs: global TLDs like ‘.com’, “.org’ and country-
specific TLDs, such as “.fr’ (France) and “.ch’ (China). The central part of the DNS are
the root name servers operated by 13 operators who provide root name service by 13
unique IP addresses. The root name server operators are international organisations
headquartered all around the world, although eight are US organisations.®® The limit
of 13 IP addresses comes from DNS protocol and cannot be extended. However, a
network addressing and routing methodology named ‘IP anycast’ technology allows a
distributed architecture to be built behind a single IP address. Nowadays, the 13 root
name server operators have built a distributed network of root name servers with, as of
13 November 2013, 386 servers® around the world. For a service user it means that the
closest server will reply to a request.

The root name servers are updated regularly by distributing the root zone file prepared
by IANA/ICANN. The file itself is distributed via hidden distribution servers. The
addresses and locations of these servers are not published to avoid targeted cyber
attacks. The root name servers download the root zone file and the operators must
check the authenticity of the root zone file before applying the changes. That is done
by digital signature. IANA/ICANN is responsible for the administration of the TLDs,
but all changes in the root zone file must be approved by the US Department of
Commerce, making the US government the ultimate authority for the DNS. In this kind
of hierarchical DNS setup there is one ultimate authority that has the power over the
TLDs. Currently that power is in hands of ICANN but the US Department of Commerce
has a right to veto changes to be introduced in the TLDs.

38  See http://www.iana.org/domains/root/servers.
39 See WWW.root-servers.org.
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There have been several debates about whether this hierarchical DNS setup could
introduce any political risks for internet operations. Technically the Root Name Servers
are distributed and the process of the root zone file distribution is also pretty reliable.
On the management side, ICANN itself has proven procedures for implementing any
changes. As in any other hierarchical system, the root has a biggest potential impact to
the whole system and might be the most rewarding target for any attack.

7.3 Information Security Management System

Each organisation which pays attention to information security governance should have
a management-approved Information Security Management System (ISMS) in place
which defines the security objectives, processes and methods to achieve the targeted
level of overall security. ISMS is a framework which helps to implement and assure the
overall information security governance in the organisation.

ISMS defines the methodology of how to define the assets which are relevant for
information security, how to select security controls, how to implement them and finally
how to audit their effectiveness. Organisational ISMS can be based on a national (e.g.,
US NIST SP800-37 [32], German BSI [33] and Estonian ISKE [34]) or an international
standards (e.g., ISO/IEC 27001 [1]).

Alternatively, an organisation can develop its own tailor-made information security
ISMS addressing organisational requirements. However, deploying an ISMS which is
based on international ISO/IEC 27001 standard gives much better transparency for all
partners and especially for customers. This is because it is possible to audit and certify
the organisational ISMS based on the ISO/IEC 27001, which provides certain assurance
to external stakeholders about information security governance within the organisation.

Besides defining the general information security lifecycle and related processes,
one of the issues an ISMS deals with is the specification of the assets which are
considered relevant for information security in a given organisation. Depending on
the organisation, these assets may include data, servers, clients and networks, as well
as rooms and buildings. The next task is to define the risk management methodology
for the organisation and to estimate risks for the identified assets. As an input for the
risk estimation, we need to estimate the threats and vulnerabilities and the impact of
a possible security breach. Often, it is not easy to have very precise input data for risk
estimation and therefore a qualitative risk estimation methodology could be applied
which gives risk levels (e.g., low, medium, high). The next step in implementing the
ISMS would be the development of security controls which would mitigate the risks
to an acceptable level. Depending on requirements, security controls can be selected
and adapted from a catalogue, or alternatively tailor-made security controls can be
developed for more specific control areas. At this point, the costs and impact analysis
of the security controls is also done. The target of the analysis is to find the cheapest
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controls which will give the biggest positive impact. Typical examples of the security
controls are data encryption, access control, segregation of duties in working processes,
requirements for server rooms, and hundreds of others. After these analytical steps, the
implementation of the security controls starts. Often, many security controls already
exist, and only the missing part needs to be implemented. The implementation of
security controls is followed by periodic auditing and continuous improvement, making
the managed information security a continuous process.

This managed information security process provides a conscious and cost-optimised
way to improve information security in an organisation. At the same time, it does not
give any guarantees of avoiding serious security incidents. Bad things can happen even
in the organisations best at investing money and taking care of information security, just
the incident probability will be lower than in other organisations with a more ad hoc
approach to information security.

7.4 Secure Software Development Life Cycle

One of the major problems in today’s cyber world is application vulnerabilities.*
Discovering those vulnerabilities and writing malicious codes to exploit them would
lead to unauthorised access for hackers. In order to prevent this, software developers
perform security assessments of applications after they have developed their products,
butitis very likely that they will not find every flaw in a specific application. After product
release, hundreds or even thousands of researchers will continue to test that application
to see whether it has a security flaw. If a hacker finds a vulnerability and manages to
implement an exploit code for that flaw, then the situation constitutes a quite serious
problem. After this stage, there is one thing left for developers to prevent someone using
that flaw; patching the software and releasing a new version. Unfortunately, it may not
work out as expected. Upgrading software with a new version is both time consuming
and hard to manage, especially in corporate environments. In order to prevent such ‘find
the flaw — patch the flaw’ loop, Secure Software Development Life Cycle (S-SDLC)
could be used to develop products with significantly less vulnerabilities.

Before elaborating on S-SDLC, giving a brief definition about Software Development
Life Cycle (SDLC) would be beneficial. SDLC is defined as the process which is
followed to develop a software product.* It includes several major steps; requirement
identification, design, coding, testing and deployment. Every step has a crucial role
and the potential to affect the quality of the final product. On the other hand, there
are other issues to be solved in order to produce ‘secure by design’ software products.
The S-SDLC approach aims to provide solutions to this problem. S-SDLC proposes

40 An application vulnerability is a system flaw or weakness in an application that could be exploited to
compromise the security of the application, see http://www.veracode.com/security/application-vulnerability.

4 See http://resources.infosecinstitute.com/intro-secure-software-development-life-cycle/.

97


http://www.veracode.com/security/application-vulnerability
http://resources.infosecinstitute.com/intro-secure-software-development-life-cycle/

Emin Caliskan & Raimo Peterson

Technical Defence Methods, Tools, Techniques and Effects

security-minded development steps and suggests software development companies to
consider security aspects of a product in each phase of development. An example for
an S-SDLC process is shown in Figure 7. If every phase is successfully completed,
taking into account the product specific requirements, then the chances of discovering
vulnerabilities after the product release will decrease dramatically.

Figure 7. Secure Software Development Life Cycle.

Although this S-SDLC process would help to develop far better products in security
terms, implementation of this cycle is quite difficult for every application. The main
reason behind this unfortunate fact is budget constraint. Every additional step requires
much more effort, which will affect the overall cost of the project as well as the time
required to complete it. There might be other unavoidable limitations to implement
S-SDLC in some cases, but it is very likely that most of the software development
processes simply ignore using such detailed and expensive procedures.

8. Summary

In this chapter some of the most critical cyber defence issues have been analysed
by virtue of technical aspects. Traditional defensive mechanisms such as firewalls
and Intrusion Detection & Prevention Systems, as well as general information about
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security objectives were described. Supporting these technologies, the nature of internet
and data transmissions over network connections were also introduced briefly. After
describing these technical solutions, upcoming technologies, with the challenges and
solutions they bring, were elaborated in detail. IPv6, honeypots, air gapped networks,
data encryption techniques and cloud computing security were discussed.

One of the topics elaborated upon was the IPv6 protocol and its impact on overall cyber
security wherein the general expectations tend to be very high. Referring to the ISO-
OSl layering, IPv6 is just a layer 3 protocol; however, it is the main protocol responsible
for addressing the systems in the internet and transporting the payload to the systems.
It will introduce encryption on the network layer, which is good for confidentiality and
integrity, but at the same time the encryption makes it difficult to scan network traffic
for malware targeting the upper layers. The IPv6 is not a silver bullet which will help
to solve the cyber defence problems of the future, because it will also introduce new
vulnerabilities and new threats targeting those vulnerabilities. As IPv4 and IPv6 will be
running in parallel for a while, there will be a double attack surface on the networking
layer.

Another double edged sword is related to DPI. This technology can be used for very
different purposes. It can be used for internet surveillance by repressive regimes or for
finding malware from upper layers’ data. Independent of the purpose for which the DPI
is performed, it consumes lots of processing power compared to switching, routing or
simple packet filtering.

Honeypots provide very useful additional information about potential attackers and
their techniques. They can be considered a last level in the defence-in-depth hierarchy.
At the same time the analysis of the collected data requires lots of resources and skilled
experts.

Encryption, in general, is a very powerful tool if implemented properly. Besides basic
principles like using strong passwords with strong encryption algorithms, there are
several on-going discussions related to possible backdoors and to secure coding and
implementation of the encryption software and to the entire cryptosystem.

‘Defence in depth’ is the approach to cyber defence where several defence technologies
are implemented in succession, such that when one layer of defence fails others will still
keep the hackers at bay. This chapter has covered several devices, starting with ACL
configured on network switches and routers, moving on to firewalls, and ending with
IDS, IPS systems and honeypots.

Summarising this chapter, it becomes clear that there are several controversial aspects
and opinions with regard to technical defence methods, tools, techniques and effects in
cyber defence. There will be no absolute security and, most probably, new technologies
will be unable to change the attack and defence balance significantly, as new technologies
also tend to introduce a new attack surface.
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Markus Maybaum*

TECHNICAL METHODS, TECHNIQUES, TOOLS
AND EFrFeEcTS OF CYBER OQPERATIONS

1. Introduction

State actors’ activities in cyberspace do not focus solely on information technology
(IT) security and cyber defence scenarios. Bodies of different State entities have found
cyberspace to be a new domain of engagement within the scope of public authority
activity. State authorities such as the police, the intelligence services and the military
nowadays routinely operate in cyberspace to fulfil their duties: active forensics on
suspicious systems as well as intelligence or even military peace time operations in
cyberspace have become reality. These activities, summarised under the term ‘cyber
operations’, have one thing in common: breaking into foreign IT systems to extract or
modify data, to change the system configuration® or to take down the entire system. To
put it another way: it is about hacking. Hackers hack; this is more or less commonly
known, but does that mean that State cyber operations are conducted by hackers? Or is
there a difference between a State actor conducting cyber operations and other hackers?
No less important is the question of why hacking is at all possible — which is key to
understanding methods of cyber operations. This will be explained by reference to an
abstract model for cyber operations which will be introduced in this chapter. Based
on this model, the methods of a cyber operation will be explained in seven subsequent
stages. For each stage, tools and techniques are introduced with a focus on State actors’
use, and these are distinguished from malicious actors.

There is no commonly agreed definition of the term ‘hacker’ and simply searching
the internet for a definition will result in hundreds of suggestions.? Asking the hacker
community for a definition will result in a different picture: they mostly see themselves
as ‘clever programmers’. The New Hackers’ Dictionary? provides a list of characteristics
that describe a hacker. Hackers:

 enjoy learning the details of a programming language or system;
« enjoy actually doing the programming rather than just theorising about it;

*  This chapter is written for a non-technical audience only. All information used is derived from open sources.
The chapter represents the personal opinion of the author and should not be attributed to any organisation with
which he is affiliated.

1 A change of the system configuration may include the deletion of files and/or services as well as blocking or
taking down the entire system.

2 B. Haryey, (1985). What is a Hacker? [Online]. Available: http://www.cs.berkeley.edu/~bh/hacker.html.

3 E.S. Raymond, 1996, The New Hacker’s Dictionary, 3rd ed., Cambridge, MA: MIT Press.
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« are capable of appreciating someone else’s hacking;
e pick up programming quickly; or
e are experts at a particular programming language or system.

Surprisingly, this definition of hackers does not refer at all to any scientific qualification
or education. In fact, many IT officials say that becoming a really good hacker is a
matter of talent, so hacking is more of an art than a science. The media uses the word
‘hacker’ to describe someone who attempts to break into IT systems without their
owner’s consent, usually referring to a category of people that does this for malicious
purposes: juvenile delinquents, criminals or even terrorists. This group of people —
often also referred to as so-called black hat hackers — uses their proficient technical
knowledge for personal or financial gain, or is sometimes motivated by political or
religious ideology. Less frequently, there is noise about the category of people hacking
for non-malicious reasons — so-called grey hat hackers —whose intention is at the ‘make-
the-world-a-better-place’ level: their attempts to break into IT systems are motivated by
the will to hunt malware (developers) and spammers, or they are simply testing potential
vulnerabilities. When it comes to the so-called white hat hackers, people being tasked
to break into systems with the permission of the owner (penetration testers, professional
security researchers, etc.) or performing cyber operations for States who are entitled
to operate in cyberspace legally, there is mostly silence, and for good reason: State
actors legally breaking into foreign IT systems is of course hacking, but is only rarely
recognised as such in public opinion due to the lack of malicious intent. Thus, different
actors are being driven by different motivations, but with one common goal: intrusion
into foreign systems. Therefore, when explaining tools, techniques and effects in this
chapter, the cyber actors* or other hackers will be referred to using the term “intruder’. If
different intruders’ motivations imply different behaviour within the discussed method,
the type of intruder will be defined. When examples of commonly-used tools will
be given, the use of these examples should not be misunderstood as endorsement or
suggestion of preferences, or of evaluation of the quality of the tool; they are just meant
as examples of tools capable of solving problems at a specific stage of a cyber operation.
For any tool mentioned in this article there are alternate tools offering the same or
similar functionality, making them equally suitable for the intended effect.

2. Hacking — Mise-En-Scene in Seven Stages

How does hacking work? Unfortunately, this question cannot be answered within one
or two simple sentences. There is no recipe or check list with which successful hacking
could be explained or trained. Hacking is of course taught at universities as well as
within the scope of IT security education, and the cyber domain (cyberspace) has been
identified as a fifth new operational domain where cyber activities between State actors

4 This term is used for State actors performing cyber operations.
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have been seen. The industry employs penetration testers to check their cyber security
against cyber crime and espionage. It is essential to know how hacking works in order
to defend against these threats effectively, and for a State to make use of suitable tools
and techniques within the parameters of law.

In order to understand how hacking works, it is first of all essential to understand why
hacking works at all — and the answer this time is simple: it works, because the hacked
systems’ security is (or was) too weak. This is again easy to explain since there is not
much secrecy around the fact that there is nothing like 100% security in IT due to a
variety of reasons, as outlined below.

Limited resources in system design and development of systems:

IT projects nowadays have to be calculated competitively, which simply limits the
available budget for extended security tests within system developments. One could
also say, a little provocatively perhaps, that parts of the security testing nowadays are
done by the regular users, and identified bugs are patched once they have been found
during the regular use of the system. Unfortunately, some of these ‘tests’ are done
by hackers; what is more, groups of hackers race to be the first to find the security
problems. Such security problems can be vulnerabilities caused by programming
mistakes or design errors, or simply system misconfigurations.

Weak standard configurations:

Referring back to the problem of misconfiguration, standard configurations of
systems can cause severe security issues. A major issue for a long time has been the
use of so-called standard passwords: a commercial off-the-shelf (COTS) product is
always sold and delivered with the same system administration passwords, and the
application does not force the user to change it during installation. This is an open
invitation for every hacker. Keeping standard installation directories and standard
system settings also helps hackers to predict file directory structures or system
registry settings. Standard settings in COTS products only rarely have a strong focus
on system security.

User mistakes and lacking awareness:

Even if systems are designed in a very secure manner and have been properly
installed and securely configured, mistakes by users or inexperienced system
administrators remain a permanent risk to the security of systems. Security breaches
may happen in various ways: the importation of malicious software, the disclosure
of sensitive information, or even attempts to improve system security, which may
have the opposite effect if done incorrectly. The fact that a list of possible security
breaches by people would be very long illustrates the variety of threats arising from
them. Hackers have and use this knowledge.

A strategy to hack a system can be derived from knowing that hacking is about getting
information about a target system in cyberspace, finding clever ways to exploit its
vulnerabilities, making use of its misconfigurations or taking profit from its users. Since

105



Markus Maybaum
Technical Methods, Techniques, Tools and Effects of Cyber Operations

the talent or intuition of a hacker cannot be expressed in a scientific way, this chapter will
focus on best-practice models designed for the white hat hacker community. A model
for cyber actors’ engagement suggested and used by the United States Department of
Defense (US DoD)® in the military domain will be used to illustrate stages of a cyber
operation (see Figure 1). There are other models describing cyber operations or the
generic process of hacking at a more abstract level, as well as models that refine the
model to nine or more stages. The US DOD Cyber Operation Model — often also
referred to as the so-called Cyber Kill Chain (CKC) — shall be used in this chapter since
it is used by a majority of cyber actors and is useful in explaining the necessary steps for
successful acting in cyberspace at a fine-grain level to a non-technical audience without
getting lost in technical details.

Figure 1.  Cyber Kill Chain Model.®

Cyber actors are trained to use their equipment, methods and techniques at the tactical,
operational and strategic levels. Unlike a designated cyber defender, cyber actors need
to be capable of intruding into other systems and acting to fulfil their mandate as well
as acting within the scope of self-defence. This intrusion into systems, which basically
describes the process of hacking, is referred to as a cyber attack. NATO defines cyber
attacks as “actions taken through the use of computer networks to disrupt, deny, degrade,
or destroy information resident in computers and computer networks, or the computers
and networks themselves,’” and most scientific and legal definitions define cyber attacks
in this or a similar way. Thus, since a cyber attack is, by definition, a type of computer
operation that seeks to disrupt, deny, degrade, or destroy information, computers or
computer networks, the term ‘cyber attack” will be used as a synonym for hacking in
the context of this chapter and must NOT be misunderstood as an indication for any
non-peacetime State activity.

5 E.M. Hutchins, M. J. Cloppert, and R.M. Amin, (2011). Intelligence-Driven Computer Network Defense
Informed by Analysis of Adversary Campaigns and Intrusion Kill Chains, paper presented at the 6th
International Conference on Information Warfare and Security, George Washington University, Washington,
DC, 17-18 March 2011. Available: http://www.lockheedmartin.com/content/dam/lockheed/data/corporate/
documents/LM-White-Paper-Intel-Driven-Defense.pdf.

6 . Lachow, 2013, Active Cyber Defence — A Framework for Policymakers, Center for a New American
Security (CNAS) Policy Brief. Available: http:/www.cnas.org/files/documents/publications/CNAS
ActiveCyberDefense_Lachow_0.pdf.

7 NATO Standardization Agency, NATO Glossary of Terms and Definitions (AAP-6) at 2-C-12, 2012.
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Cyber attacks can be analysed in a number of sequential steps, starting with the
preparation stage and ending with exploitation, command and control, or attack
persistency, depending on the objectives of the mission. These stages have been
modelled in life-cycles serving as a framework for any cyber operation. The CKC model
defines the phases of such an operation to be reconnaissance, weaponisation, delivery,
exploitation, installation, command and control, and action. These stages will be used
to describe the sequence of activities, and to introduce tools and techniques to be used
within each stage to match all the defined objectives, which are essential to proceed to
the next stage in a cyber attack against an IT system.

Within a cyber operation, a distinction is made between the preparation for and the
conduct of cyber attacks. This chapter will focus on means and methods of hackers
within the so-called Cyber Engagement Zone, which is the cyberspace equivalent of
a battlefield in the real world and which is the system to be hacked. Before any cyber
attacks against a target can be launched, the first two steps of planning and preparation,
reconnaissance and weaponisation, need to be carefully considered since they prepare
the grounds for the success of any cyber operation. The following sections will explore
each of these phases in detail.

2.1 Reconnaissance — Get Information about Your Target

As in any operation, cyber operations need to be planned based on relevant and reliable®
information about the operation’s targets; information important to the decision making
process must be gathered, and its integrity, authenticity and correctness assured. This
implies the need to gather information about the target in the best possible manner
to be able to derive a solid situational picture, on which basis different courses of
action can be assessed. It also requires reliable information about the status of one’s
own capabilities and available resources. The process of collecting this information is
called footprinting: collection of information available from open sources or provided
by services is known as passive footprinting, while active footprinting refers to one’s
own actions within the cyber operation to obtain missing information, and is analogous
to battlefield reconnaissance.

The most convenient way to gather the required information is open source intelligence
(OSINT). OSINT covers the entire range of publicly available information about the
operation’s target and therefore is not an easy task. The challenge starts with finding
open-source resources, using tools and intelligence sites already available on the
internet, and filtering the information needed for the intended operation. Using OSINT
for reconnaissance purposes must therefore be seen as a very important first step
which should not only be considered in the operation’s planning stage, but also in any
subsequent stage of the cyber operation as soon as new information is derived which

8 The integrity, authenticity and correctness of the information need to be assured.
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updates the situational picture, and which might influence decision making and the
action of current operations.®

Within the scope of cyber operations, information about cyberspace structure provided
by the Internet Cooperation for Assigned Names and Numbers (ICANN)Y, its
subordinated Regional Internet Registries (RIRs), and the Internet Assigned Numbers
Authority (IANA)" is required. This is evaluated with further detailed information
which can be retrieved from WHOIS and Domain Name System (DNS) servers. WHOIS
is an application-level protocol — defined in the Internet Engineering Task Force (IETF)
‘Request for Comments’ (RFC)* 3912 — providing domain, Autonomous System (AS)
and Internet Protocol (IP) information; DNS is a service to resolve IP addresses from
the human-readable Uniform Resource Locator (URL) format. Very often, further
information can be found by simply accessing the target’s offered services,*® or by
using social media. Social networks have been identified as another primary source of
information in the process of intelligence gathering. Social network information can be
OSINT information or protected information, access to which requires membership of
the social network or approval by the information owner. This can be circumvented by
operational actions taken, such as providing false information or using a fake identity,
or by information or identity theft — at least from the technical perspective.

Apart from open sources, classified information provided by governmental or military
intelligence agencies — if available — can be used to update the situational picture. State
actors usually have access to classified information and use this for the assessment
of sensor data. In comparison with OSINT, the access and evaluation is easier since
intelligence agencies tend to organise their information in accordance with their users’
needs. Intelligence agencies also keep their classified information updated, so the
information gathered from them can be expected to be up-to-date. Sometimes even real-
time information is available, if there is direct access to such intelligence databases.
Classified information should therefore be used in addition to OSINT whenever possible.

Since all that information will require verification and updates, one’s own means and
methods of reconnaissance have to be applied. To be able to operate in cyberspace, the
overall requirement is the accessibility of the cyber engagement zone and the targets to
the intruders, which means that intruders must be able to find the targets and generate
an effect on them. Finding a target is straightforward as long as it is directly connected
to the internet and thus is registered with its internet service provider (ISP) and its IP

9 For a good overview on OSINT tools and resources see: R. Hock. (2013 September 13). Internet Tools and
Resources for Open Source Intelligence [Online]. Available: http://www.onstrat.com/osint/.

10 See internet portal of ICANN. Available: http://www.icann.org.
1 See internet portal of IANA. Available: http://www.iana.org.

12 Defined in RFC 1034/1035. RFCs are agreed technical standards published by the Internet Engineering Task
Force (IETF). See internet portal of the IEFT. Available: http://www.ietf.org/rfc.html.

13 Such aservice is, e.g., a hosted web-site.
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address information, available through internet information services. Unfortunately,
many potential targets are not exposed directly to the internet, but are protected by
gateways, firewalls and Intrusion Prevention Systems (IPS). These are known as fenced
systems. To find these systems, cyber operations are often targeted not only against
single systems, but against entire clusters or collaborating computer networks. If a cyber
operation is explicitly targeted against a single system, independent neutral systems
might have to be affected in order to reach the target, which must be seen as a legal
challenge if the owner’s consent cannot be achieved.

Active footprinting will therefore always start with scanning and fingerprinting systems
that can be directly reached through the internet; if fenced systems need to be scanned,
this will be done as soon as a way through the fence has been found. Scanning systems
usually starts with a port scan. Ports are the communication connections into and out of
a computer system. A port can be open, filtered or closed. If a port is closed or filtered,
communication through that port is disabled, so it cannot be used within the intended
cyber operation. If a port is open, it can possibly be used, but further investigation is
required.

Each port provides or accepts a specific service which is offered in a well-defined data
format (protocol). There is a set of ports (so-called well-known-ports) which — with a
few exceptions — offer standard services that are published by the IETF in their RFCs,
but most ports are so-called private ports. Some of those private ports are also associated
with widely known services since certain COTS products use them by default, but
there is no guarantee. Different COTS products might use the same port or ports could
have been modified manually. In addition, there are millions of non-COTS products in
cyberspace without any port documentation, as well as manually-opened connections
where no information about the intended or actual use is available. So within the process
of reconnaissance, all open ports have to be verified, including the most commonly
used and well-known ports. This is because actors with malicious intent tend to change
ports to confuse analysts and to slow down counter operations. Therefore, as a second
step within active footprinting, port scans are always followed by protocol probes to
verify whether or not the expected service is indeed offered at the found port. Protocol
probes first try to establish a connection to a port using the expected protocol, if well-
known or associated. In case of success, a service might have been identified, but a
service can also be simulated by malicious actors to confuse the analyst. In any case,
all known protocols have to be tested at this port. This will either result in a positive
service identification or in failure. If no protocol can be identified for a port, activities at
this port are limited to traffic monitoring, itself a method of intelligence gathering, and
to service denial attacks.

Once services have been identified by protocol probes, more detailed information about
the scanned system can be retrieved. The aim of this third step of active footprinting is
to gather detailed information about the configuration of the scanned system and thus
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derive a network fingerprint. Certain port combinations or services can help predict
the operating system running on that machine, and communication tests (so-called
banner grabbing) towards those services can yield detailed information about software
products and versions installed. All that information must be analysed carefully in order
to successfully prepare the intended cyber attack against the target.

If the target is a network, the network connections within that target must also be
explored. This is achieved by tracerouting: step by step, possible routes from the
own systems to the target are tested, and a fine-grain network picture is derived. This
network cartography can be done from different systems which will refine the picture.

Also neighbouring systems* in the network can be scanned and tracerouted to refine the
picture and to investigate for suspicious activities or fingerprint (suspicious activities
shall be understood as any action that could be interpreted as malicious, and suspicious
fingerprints are found on a system which has the same network fingerprint as systems
that have already been identified as malicious). During the entire cyber operation, all this
information must be updated regularly since owners of targets can be assumed to use
modern techniques to strengthen their systems’ resilience, including making changes to
network fingerprints and available services at ports. This is especially important if such
changes are monitored in very short time intervals, otherwise successful weaponisation
—as described in the following section — is almost impossible.

The scanning of networks can be done manually with tools provided by the operating
systems, but nowadays, itis usually automated. Networks are usually explored by pinging
target systems®™ based on technologies of the Internet Protocol (IP) and the Internet
Control Message Protocol (ICMP). Unfortunately, systems can be configured to block
ICMP functions, so pinging does not always provide correct results. In a worst case
scenario, all ports of a target must be tested without knowing if the target can be reached
at all, which is a very big task. Port scans and port probes can be done by port-scanners.
Modern port-scanners can scan entire network segments without any human interaction,
including port probes of the well-known ports and protocols. A very common and widely
used tool for port-scans is, for example, NMAP.* This tool is freely available through
the internet and offers all the functionality for port-scanning as described. To a certain
extent, it also offers port probes and operating system recognition functionalities. For
proprietary protocols and extended network fingerprinting additional human effort is
required. Especially for unknown communication formats, manual investigation will
always be required. In this case, traffic needs to be monitored and data formats recognised

14 The term ‘neighbouring systems’ is to be understood in a technical sense, for example, as systems being in the
same network segment.

15 For a very good introduction into pinging techniques, see R. Natarajan (30 November 2009) Ping Tutorial:
15 effective ping Command Examples, The Geek Stuff [Online]. Available: http://urli.st/3ur-The-Geek-Stuff/
hU-Ping-Tutorial-15-Effective-Ping-Command-Examples.

16 See internet portal of the NMAP Security Scanner. Available: http://www.nmap.org.

110


http://urli.st/3ur-The-Geek-Stuff/hU-Ping-Tutorial-15-Effective-Ping-Command-Examples
http://urli.st/3ur-The-Geek-Stuff/hU-Ping-Tutorial-15-Effective-Ping-Command-Examples
http://www.nmap.org

PART |
Introduction to Cyberspace — Sociological Facets and Technical Features

and re-engineered. Traffic monitoring is done with the help of network traffic scanners
and network protocol analysers such as tcpdump® or Wireshark®; the latter has more
or less become the standard tool for this purpose. For the re-engineering of proprietary
network traffic, IP packets must be built and tested manually or batch routines written.
The variety of packet builders freely available on the internet is remarkable.’® Packet
builders are available for any operating system, command line or graphic user interface,
and they all come with different additional functionality for research and analysis as
well as for penetration and professional use. Besides building packets, captured packets
from recorded network traffic can be used either by simply resubmitting them or by
modifying information to explore the protocol structure. If during this re-engineering
or any other phase of active footprinting different behaviour is found when using the
own IP address for analysis, third party systems can (or even must) be used to get the
required data (with or without the consent of the rightful owner).

As a result of all these reconnaissance activities, a detailed situational picture of the
target is derived and continuously updated during the upcoming stages of the cyber
operation. Once an intruder gains access to the target system, the picture is enriched
by the information found on the target or on other intermediate systems being used to
break into the target. Situational pictures are usually kept in databases designed for that
purpose and tools are designed to feed their information directly into these databases to
update the picture in real-time.

2.2 Weaponise — Prepare to Break the Shields

Intruders need to be equipped and trained to be able to engage in cyberspace. Once a
target has been identified in cyberspace, a cyber situational picture has been derived
and a network fingerprint has been made, the most challenging part of the mission
preparation is to find suitable cyber means to take effect on the target. Such means of
cyber activities in this context are all IT hardware and software items as well as other
systems capable of taking effect in cyberspace, such as computer programs or malicious
software. A great variety of terms has been used recently to describe those means of
cyber activity, mostly without giving a definition or even an explanation of the exact
meaning of the term. For non-technical users, terms like ‘hacking tools’, ‘exploits’,
‘malware’ or even ‘cyber weapons’ are likely to be misunderstood and are hard to
distinguish from other tools which lack a malicious character or are by design capable of
dual use. Due to a lack of common definitions, and since for the purpose of this chapter
an expert-level understanding of all the technical details is not required, all means of
cyber activities being used within the scope of cyber operations shall be referred to by

17 Included in any Linux distribution as part of the operating system.
18 See the internet portal of Wireshark. Available: http:// www.wireshark.org.
19 For a list of examples see a Wikipedia collection. Available: http:/en.wikipedia.org/wiki/Packet_generator.
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the term ‘cyber tool’. A cyber tool can be a cyber weapon especially designed to break
into foreign systems and perform malicious actions, or it can be a regular tool which is
used within cyber operations as well as for regular system operations or maintenance.

From a technical perspective, a cyber operation can therefore also be understood as a
well-planned sequence of cyber tool engagements to achieve a pre-defined goal. For
this, cyber tools being used to break into foreign systems must be customised to their
target, and they need to be of high precision: one bit set wrong in such a cyber tool can
render it useless. Thus, each cyber tool has to be individually prepared and tested for
use against its intended target based on the findings of the reconnaissance phase. This
means that the type of target determines the cyber tool of choice. In cyberspace, there
are 3 categories of targets:

1. Unprotected targets — no protection mechanisms exist or existing protection
mechanisms of the target are not in force.

2. Regularly protected targets — existing protection mechanisms of the target are
being used and COTS IT security products such as virus-scanners or firewalls
have been installed.

3. Specially protected targets — in addition to standard protection mechanisms and
COTS IT security, the target has been hardened by individual intrusion detection
and intrusion prevention systems (IDS/IPS) and is being monitored by specialised
security information and event management systems (SIEMS).

Whereas for successful intrusions into unprotected systems a cyber tool might not be
needed at all if the intended action can be achieved using simple tools one can find on
the internet, regular protected systems raise the level of difficulty dramatically. In terms
of kinetic weapons, if the successful intrusion into a regular protected target requires
the cyber equivalent of a crow bar, a defended target will require the cyber equivalent
of a high-explosive anti-tank (HEAT) missile® or even a bunker buster. Continuing
with these metaphors, it becomes clear that the design of a cyber tool requires two
major components: an armour-piercing penetrator to break the system’s protection and
a payload causing the intended effect on the target. The penetrator of a cyber tool is
called an ‘exploit’. This usually consists of a privilege-escalating machine code injected
into data which is submitted to the target system. Exploits are very clever pieces of
software that use vulnerabilities, so the more a system is hardened, the more difficult it
is to crack the virtual bunker. But it is possible. Sophisticated exploits contain multiple
elements not only to break the shields at the vulnerable point, but also to modify the used
vulnerabilities on the target system. Some very sophisticated exploits even work with
different operating systems, especially if during the reconnaissance phase the exact
operating system version has not been identified. Payloads usually include information

20 This metaphor is comparing the protection mechanisms of the target with the armour of a tank that needs to be
cracked.
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(data and software) which is required to achieve the intended manipulation of the target
system; they will be described in the installation phase of the cyber operation (see section
2.5). If no further action on the target is planned, a payload might be not required at all.

Weaponisation is the process of identifying suitable cyber tools which would enable
a successful cyber attack on a system. Since exploits use identified vulnerabilities,
misconfigurations or user mistakes to gain access to targets, identifying suitable
vulnerabilities or misconfigurations is the first step in the weaponisation phase. The
network fingerprint and the cyber situational picture as derived from the reconnaissance
phase provide valuable information for that: identified services can be checked for
known vulnerabilities, particularly if detailed version or ‘build information’ can be
retrieved by banner grabbing. Computer Emergency Response Teams as well as the
IT security industry offer Common Vulnerability and Exposure (CVE) databases
that list all known vulnerabilities reported by security analysts or researchers. Since
these databases are quite complex, a special class of software known as a vulnerability
scanner has been invented to automate the vulnerability detection process. Vulnerability
scanners often use built-in functionality to perform target system reconnaissance and
are used by intruders and penetration testers to analyse a system’s attack surface. There
is no dedicated standard tool in the area of vulnerability scanners;? in media as well
as literature NESSUS? is often referred to as the tool of choice when performing a
vulnerability scan since its false-positive rate® is low. False-positives slow down the
weaponisation process because time and resources are invested into finding or creating
a cyber tool which ultimately will not work on the target — therefore it is important to
keep this rate as low as possible.

The design of cyber tools used to gain access to the target system is usually based
on exploits that make use of a vulnerability to alter the program flow of the target
system in order to execute an injected code granting full system access to the intruder.
These tools and codes can be simple scripts, cleverly modified software, code injected
into data, or highly sophisticated malware. A cyber operation will often also consist
of a combination of techniques being applied in sequence. Very sophisticated cyber
operations foresee backup cyber tools for different versions of operating systems with
different patch levels,* and they use so-called 0-day exploits. The latter make use of
identified vulnerabilities that have been found by security researchers or the hacker
communities, but have not yet been published in the vulnerability databases, which
implies that there is no patch for this vulnerability.

21 See Sectools internet portal. Available: http://sectools.org/tag/vuln-scanners/.
22 See Nessus internet portal. Available: http://www.tenable.com/products/nessus.
23 A false-positive is a found vulnerability which in reality is none.

24 A patch level describes the state of a system in terms of fixed known vulnerabilities: a patch fixes a vulnerability;
keeping a system at its latest patch level minimises the risk of being exploited.
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Weaponisation also differs a lot depending on the type of intruder. Whereas State actors
and other entitled intruders have to care about the used cyber tools and the need to
avoid conflict with the law, malicious hackers do not care too much since they are in
conflict with the law anyway and flout licence agreements, copyright and data privacy
regulations to get what they want — options not necessarily available to State actors. The
biggest obstacle for governmental cyber actors are licence agreements. State actors are
limited to the lawful use of software and tools, and most software products available on
the markets prohibit their use for offensive purposes, which a cyber operation certainly
is. Therefore, lawful cyber operations are very much dependent on the in-house
development of cyber tools, whereas malicious intruders just misuse available products.
They also modify existing products to convert them into cyber tools, which cannot be
done by a white hat actor without the rightful owner’s consent.

The development of a cyber tool requires knowledge, time, resources and a test stage.
Since State actors are dependent on in-house-developments, 0-day exploits have
been found to be valuable to hacker communities. Whereas in the past the black hat
communities used their findings to hack and act, recently, a tendency towards a change
of attitude can be recognised: 0-day exploits are now sold to the IT security industry
as well as to State actors who very much rely on them to create cyber tools they need
for cyber operations they are tasked to conduct. Black hat communities also sell user
credentials they successfully steal from targets. Unfortunately, the use of stolen identities
and fake identities to gain access to systems is also very limited for State actors due to
legal implications, whereas malicious actors do not care. The same applies to the use
of illegal tools and software: whereas malicious intruders use this kind of software,
particularly to hide malicious cyber tools, authorised actors cannot. Regrettably, there
is no guarantee that all State actors always act in accordance with their given laws.
Therefore, recognising a cyber attack as being conducted with illegal cyber tools does
not in general allow the conclusion that non-State actors are involved, but it can be an
indication.

With regard to the selection of a specific cyber tool, the first choice is always a known
vulnerability which is published and for which exploits have already been developed.
Due to the poor patch levels of many systems, these kinds of cyber attacks are successful
more often than one might expect. New exploits are published on the internet almost on
a daily basis, so the intruders’ chances of finding a suitable tool or exploit are high. By
using publicly available tools, intruders can save their financial means and resources for
the development of 0-day-exploit-based cyber tools. If the product of choice is or even
needs to be based on a 0-day exploit, the intended operation becomes time critical since
its success is very much dependent on the confidentiality regarding the vulnerability
involved. Once this vulnerability is published, it will usually be quickly patched by the
vendor which will make the cyber tool useless. Consequently, there is a race between
intruders developing cyber tools and the IT security industry conducting research on
vulnerabilities.
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Weaponisation is also an iterative process since updated information from the situational
picture may highlight a need to change or modify the cyber tool of choice. Without
appropriate cyber tools, access to systems can only be achieved by taking advantage
of misconfigurations or user mistakes. If a target system is not properly protected and
cyber tools are not needed at all, intruders can start to manipulate the target system
directly. Otherwise, once a cyber tool has been tested successfully,® the delivery of the
tool to the target system needs to be planned.?

2.3 Delivery — Get the Tools to the Target

The delivery phase of a cyber operation describes the transfer of a cyber tool to the target
system. Depending on the nature of the cyber tools, different approaches to delivery can
be chosen. Again, State actors are more limited since they should ensure that intended
manipulations only affect the target system and no side effects occur, whereas malicious
hackers will not care too much, and may even use third party systems as proxies to
launch their cyber attacks.

In case of user mistakes or misconfigurations, the delivery of the payload can be very
simple: it may be that, due to missing or incorrect access control modifications on the
target system, delivery is possible without any further action by the intruder and a
payload can just be uploaded and installed. This, of course, will only be possible in
exceptional cases. Generally, access rights need to be gained first or access control
mechanisms need to be circumvented. Gaining access rights can be achieved in different
ways, and the method of choice depends on the information gathered about the target
system during the reconnaissance phase. The easiest solution to the challenge would
be the use of target system user credentials at the administrator level. In that case, the
system is ‘owned’? insomuch as the intruder can carry out any modification to the
system, including the installation and deletion of software and data, as he chooses. Once
the credentials have been used to log on and the logon has been granted,? no further
exploitation of the target system is required.

If user credentials at non-administrator level are used, this may not suffice to deliver
the payload successfully to the target system. In that case, the available user credentials
with minor privileges can be used to gain access to the system and — after successfully
having logged on — to raise the privileges using other cyber tools made available in
the weaponisation phase. If no cyber tools are available at that stage, a step back to
reconnaissance might be required to evaluate the target system information accessible
with the user credentials used to log on, and to consider new techniques to escalate

25 Atest is not always possible and reasonable, thus not all targets can be emulated to test the cyber tool.

26 The requirements of the cyber tool delivery can have influence on the tools’ development.

27 Hackers use this term to describe full access rights to a hacked system.

28 Awareness of user credentials disclosure often results in the deletion or disabling of the referred user account.
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the privileges. If this is not successful, a different way to deliver the payload to the
system needs to be considered. Delivering a payload to a target system without suitable
permissions on the target system can be achieved in two ways: making a user with
sufficient access rights install the payload for the intruder or exploiting the target system
and installing the payload without logging onto the system.

There are different ways to make users of a target system help the intruder install a
payload. The easiest is obvious and should be well known: mail the payload to a target
system user as an email attachment and make him install it on the system. Since a
cautious user will not do that voluntarily with unknown mails, there are numerous
options to manipulate him into doing so. The payload can be inserted into other files
which the user may want or even need to install on his system — updates for software
for example. Indeed, some very clever hackers managed to infect security updates
with payloads, and so in patching their systems, which normally helps to protect
against cyber attacks, users got infected. This is a very sophisticated approach which
requires very detailed knowledge about the configuration of the target systems as well
as manipulation of the update procedures. Much easier to implement and mostly also
successful is the use of ‘social engineering’ in combination with emails: who would
suspect an email from a friend using a familiar language and style of writing and even a
familiar attachment name? This is what sophisticated hackers do: analyse contacts and
recorded email exchanges between users on the target system and use this information
to send a malicious attachment to a user in the name of a good friend or business
contact. The rate of successful cyber attacks using this technique is high and it opens
‘backdoors’ for the intruders, so that they own the system without the owners’ and
rightful users’ knowledge. However, since such malicious attachments to emails are
likely to be detected by anti-virus systems, a change of strategy can be seen. Recently,
the malicious payload is put onto web servers and a user is misled into downloading
it from the internet onto his or her machine. This can be achieved by sending emails
with a faked sender’s address, including links instead of attachments. Even more
sophisticated would be an approach where the users’ behaviour on the internet is
analysed and the payload is included into some content the user is known to download —
if this is predictable and the payload can be placed in such files.?® Technically, it would
be sufficient to redirect the user of the target system to a previously prepared website
which is ready to install the payload on the target system when being requested — a
so-called drive-by download. This technique has especially been seen on a lot of sites
offering free games, videos, music, illegal software or adult content. In comparison to
targeted cyber attacks within a cyber operation, these sites are designed to infect any
visitor. This makes the technique difficult to use for targeted cyber attacks, although it
is possible and has been seen recently as well.

29 This could require hacking a third party system if the owner’s consent cannot be achieved differently.
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Less widely known are cyber attacks carried out within the scope of social networks.
Drive-by downloads might occur here as well, and will be more sophisticated than those
from emails and malicious websites. Whereas malicious websites can be blacklisted
by the IT security community and be recognised by cyber defence systems, content
of social media cannot, unless access to the social media network is blocked entirely.
Social networks are very commonly used, which means that no cyber security company
would include them in a black list. Due to the highly interactive nature of social
networks, the content of these websites changes rapidly as does the group of people
being exposed to the contents. Therefore, using pattern matching and anomaly detection
techniques at web-level are also not very reliable methods when it comes to preventing
of malware downloads from social networks. The effects remain the same: the user of
a target system uses social media and is manipulated by an intruder into downloading
a hidden payload to his or her system, which creates a backdoor for the intruder to get
onto the system and own it.

The most difficult and highly sophisticated form of delivery is the delivery by a service
exploit. If the users of a target system do not ‘help’ the intruder to install the payload
on their system, vulnerable services running on the target system can be used to get the
payload in. In general terms, a vulnerable service may allow a user to copy the payload
onto the system without any user credentials or security checks. Any service running
on a computer can be vulnerable and be misused by intruders, and that’s why system
administrators normally limit the number of services they offer to a minimum.

The delivery of payloads can be automated. The most common form of automated
payload spreading is a computer virus. Replication mechanisms designed to copy
malicious software have been explored for decades and are improving continuously.
Viruses use all the delivery concepts described above and can be designed to be targeted
(to attack only a specific system) or to be non-targeted (to infect any system on which
it is downloaded). Delivery by service exploits, especially by worms, needs to be taken
seriously as well. Such malicious software may evolve through networks without any
user interaction, and infect entire network segments at internet speed. Worms can carry
payloads, too, and may also be targeted or non-targeted, but the most sophisticated way
of spreading payloads, either targeted or non-targeted, is by the use of botnets.

Botnets have become a major tool in cyber operations since they automate the process
of delivery and, as recently discovered, can do this in a very targeted way. For example,
Operation Red October, one of the most sophisticated botnet-based operations so far
identified, uses different mechanisms to precisely select its targets. This is probably
why it remained undetected for more than five years. At present, there is no commonly
agreed definition of a botnet, but in this chapter, the definition of Kaspersky Labs, a
major player in the IT security industry, shall be used. According to them, ‘botnet’

is the generic name given to any collection of compromised PCs controlled by
an attacker remotely. Botnets generally are created by a specific attacker or
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small group of attackers using one piece of malware to infect a large number of
machines. The individual PCs that are part of a botnet often are called ‘bots’ or
‘zombies’ and there is no minimum size for a group of PCs to be called a botnet.
Smaller botnets can be in the hundreds or low thousands of infected machines,
while larger ones can run into the millions of PCs. Examples of well-known
botnets that have emerged in recent years include Conficker, Zeus, Waledac,
Mariposa and Kelihos. A botnet is often discussed as a single entity, however the
creators of malware such as Zeus will sell their wares to anyone with the money
to pay for them, so there can sometimes be dozens of separate botnets using the
same piece of malware operating at one time.*

Thus, botnets are first of all cyber tools themselves since they use spreading techniques to
deliver cyber tools to target systems. They are able to automate significant parts of cyber
operations since they are capable of automating command and control as well as any
action to be carried out at the target system, which, in case of a botnet, usually consists
primarily of persistent and resilient infection of the target and a malicious mission to
perform on the target. These missions might include infecting more targets, information
exfiltration, or system modification. Nowadays, botnets are the most efficient tool of
choice for the delivery of cyber tools, not only since they work at network speed, but
also because attribution back to the intruder is very well disguised. As of today, the
origin of the big botnets mentioned by Kaspersky is still unknown, as is that of most of
the other botnets so far discovered.

Once a botnet has delivered its cyber tools to the target system, they have been shipped
there manually, or the target system user was fooled into downloading them, an exploit
must modify the system in a way that allows the execution of a payload, so the cyber
operation can continue as intended. This penetration of protection mechanisms, when
not based on user credentials, is called vulnerability exploitation.

2.4 Exploitation — Hijacking the Control Flow

Hackers like to see themselves as very smart programmers, and there is good justification
for that. When user credentials cannot be used to get administrator or system level
access to a target system, clever ways of deviating target systems from their regular
program control flow into payload execution must be found during the weaponisation
phase. It is essential to understand why exploitation works and why it is at all possible
to alter the control flow of a program during its runtime.®

30 D. Fischer, 2013, What is a Botnet? (Botnet Definition), Kasperspy Lab [Online], 25 April. Available: http://
blog.kaspersky.com/botnet/.

31 Software is usually executed in a process structure which is protected by the operating system against any
external modification.
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One of the most important requirements for exploitation is the physical ability to alter
the program control flow on the target system. This basically means that a program
needs to be executed in a computer’s random access memory (RAM); if the memory
is read-only, the program flow cannot be altered and an exploitation would not be
possible. Modern computer architectures are designed for data and software to share the
system’s memory.32 Except for the Basic Input Output Systems (BIOS), needed to boot
up a system, all software is copied into RAM before it is executed. Since the available
memory used by a program is shared by the program code and the data being processed,
the program code can be altered if it is, at least in part, buggy, and data parts of the
memory can be accessed and modified in such a clever way that the program control
flow can be changed as well.

The easiest way to alter the program control flow is to use so-called overflow techniques,
for example buffer overflows. Buffers are dedicated pieces of memory used to store user
input data during program execution. If user input is accepted during the execution of a
subroutine within the program, it can be stored within a data structure which is called a
stack. This is very likely, as programmes usually consist of a lot of subroutines that are
reused by different parts of the program to keep the code short. A stack is the dedicated
piece of memory space assigned to each process of a computer, and regulates subroutine
calls. When a program calls a subroutine, it stores required parameters on the stack to
provide the subprogram with the data it needs to process. Since a subprogram can be
called from many different parts of the program, it needs to know the memory address
to return to after the subroutine has finished. This return address is stored on the stack as
well as data and buffers for inputs. Normally, all these items “pushed’ onto the stack have
a dedicated size, so after the subroutine has finished, the stack can be cleaned up again®.
The problem why exploitation of the stack worked quite well for a long time was that,
unfortunately, a number of software compliers® did not check if the user inputs to the
system really did fit into the dedicated buffer space being reserved on the stack. Thus, if
a user created an input for the program that exceeded in size the dedicated buffer space,
the rest of the buffer was overwritten with the rest of the user input as well, including
the address to return to after the subroutine has finished. So by cleverly researching
the exact length of required user input and replacing the return address on the stack
with a memory address pointing to the payload placed on the target system, a program
control flow can be altered during runtime. These techniques are called overflows; they
not only work on a process stack but also on a process heap.® So when the subroutine
finishes after a successful overflow exploit, the program will return not to the position

32 So-called von-Neumann architecture.
33 Otherwise a process would run out of memory quite fast if all subroutine calls would just put things onto it.

34 Aprogram that creates the executable binary containing the program code from a human readable programming
language.
35 A ‘process heap’ is a memory space additionally allocated to a process during program execution.
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the subroutine was called from, but to the new address specified in the submitted data.
This should be the position of the payload being delivered to the system. A very clever
way to place the payload within this kind of exploit was inside the user data being used
for the overflow attack itself. For a long time this was easily possible since creative
hackers developed payloads which could exploit systems sized significantly less than
100 bytes.® For example, shell codes typically start a command shell from which the
attacker can issue commands to the target. The shortest shell code (a piece of code
providing the attacker a command shell on the target system from which any available
command can be executed) on a target system can be accommodated in just 24 bytes
of memory space, and even more advanced call-back shell code — connecting back to a
remote shell on the intruders’ system — requires a few hundred bytes only.

Modern operating systems have protection mechanisms that help to avoid or at least
minimise these easy types of exploitation. One of the challenges when trying to develop
an overflow exploit is to acquire the knowledge about the exact memory positions of the
payload, so the return address of the vulnerable subroutine can be modified accordingly.
In older operating systems, this could be easily achieved since — within a process —
this address would have been always the same, so the payload address was constant.
Modern operating systems provide protection mechanisms to alter the memory layout
of a process based on a random value.®” The challenge is to find out the exact memory
location within software during its execution, which is not an easy task, but can be
achieved by some very sophisticated programming techniques. Even more challenging
are protection mechanisms that define distinctions between different types of memory
and do not allow execution of code within stack or heap memory anymore. This raises
the level of challenge for intruders to a new dimension, but still does not provide security
since intruders can try to compose their payload from parts of the existing code of
the program itself and modify subroutine calls accordingly.® Without going into too
much technical detail, it should have become clear that from the current architecture of
systems that execute program code in RAM, only smart intruders can always find a way
to deliver a payload and deviate the regular program flow into the payload, if they find
a suitable vulnerability. This is almost always possible since entirely correct software
that is free of vulnerabilities is too expensive to produce.

Exploiting a vulnerable process does not automatically require system or administrator
privileges. Most of the processes running on a system are actually user level processes
which do not need the privileged permissions required for a system takeover or the
installation of a new functionality on a target system. Priority in vulnerability finding

36 One byte is the equivalent of one character user-input here.
37 So-called address space layout randomisation (ASLR).

38 One famous new approach in this field is called Return-oriented programming (ROP) — see R. Roemer et.
al., Return-Orientend Programming: Systems, Languages, and Applications in ACM Trans. Info. & System
Security Vol. 15, March 2012 [Online]. Available: http://cseweb.ucsd.edu/~hovav/papers/rbss12.html.
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is therefore given to kernel processes and processes running with system rights.
If the program control flow of a process with privileged permission can be deviated
into payload execution, the payload has system rights and only then can it make
any necessary modification to the system. This is what needs to be achieved for the
installation of a cyber tool on the target system. The number of processes in operating
systems running at system privilege level is continuously increasing with each new
operating system version appearing on the market. However, the quality of software
has increased as well, so finding vulnerabilities in kernel modules is more difficult.
The problems nowadays are third-party tools and COTS software being installed on
target systems running at system level and having vulnerabilities that can be exploited.
For example, web browsers have long been a primary target for exploitation. Recently,
especially vulnerable browser plug-ins have been seen as well as plug-ins with built-
in malicious content, often in combine with cleverly designed drive-by payloads and
exploits for browsers or their plug-ins during runtime. After installation, these plug-
ins open ‘backdoors’ for intruders, often hiding the malicious communication in
regular web traffic. Other vulnerable products have been seen as well, such as instant
messengers or voice over IP solutions. Also standard COTS programs such as Microsoft
Office have shown to be vulnerable to clever exploits; indeed, modern botnets as seen in
Operation Red October use MS Word and MS Excel vulnerabilities to exploit the target
systems. The more software is identified on the target system during the reconnaissance
phase, the more likely exploitable vulnerabilities can be found. In other words, being
invulnerable to sophisticated exploitation is unlikely if COTS software is installed on
a system. This implies that, except from some rare exceptions, computer systems must
generally be considered to be vulnerable to exploits, and the fact that exploits have not
been made public does not imply they do not exist or have not been found.

Exploitation can be automated using exploitation tools and frameworks. One of the most
common tools in this field is Metasploit,® an exploitation framework that offers cyber
tools to exploit known vulnerabilities and to combine them with a choice of useful
payloads giving remote access to the target system. Officially, Metasploit is a penetration
testing tool, is marketed as such, and it offers well-known vulnerability exploits only.
However, an intruder can easily add lesser-known or even 0-day exploits and misuse
the tool for malicious action. All exploits can be used with a specialised command shell
that allows easy customisation to adapt it to the target system specifics. Of course, all
exploits can be executed manually as well, e.g., by using script languages or by using
vulnerable services with arbitrary data, for example, by entering exploitation data into
a web form in order to exploit a web server.

Successful exploitation provides privileged access to the target system without the
need to have user credentials granting such access. Exploits are mostly combined with

39 See internet portal of Metasploit. Available: http://www.metasploit.com/.
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payloads that create a communication channel between the intruder and the target
system. The modifications done by the exploit are not persistent at this stage; the
payload is only stored in the RAM and executed there. To create a permanent backdoor
to the target system or to prepare and perform the intended actions, the installation
of loaders,* access tools or other malicious software is required. Very sophisticated
exploits can additionally erase their traces after the payload has been placed. Therefore,
manipulations of the program control flow that have been used to exploit the systems
can be undone to wipe the intruder’s traces. If this is done properly, even professional
forensic tools cannot prove the use of an exploit that penetrated the system security.
Wiping traces is especially done if 0-day exploits are used, in order to keep them secret
and to obfuscate technical attribution. The only way to monitor such modifications are
memory images that must be made and analysed on a separate machine, which is a
very advanced technique requiring expert knowledge and a lot of resources, and will
therefore only be conducted in very exceptional cases.

2.5 Installation — Reside the Payload on the Target

Having successfully exploited a target system, or having gained access to the system
due to misconfigurations or user mistakes, the malicious actions intended to be carried
out on the target system may require the installation of additional software, unless the
mission can be carried out by functionality provided by the target system’s operating
system or software that is already installed. If the cyber operation is conducted to take
the system down, software installation is usually also not required.

In most cases, the software to be installed on the target system is a Remote Access
Tool (RAT), which needs to be persistently available in the boot process of the system
and which opens a ‘backdoor’ allowing the intruder to take control. Especially
automated attacks install client software on the target system that opens and operates
communication channels with, typically, a super-ordinated command and control
instance, e.g., the command and control server of a botnet. The installation of such RAT
software on a target system faces major challenges since:

« the users and administrators of the target systems should not recognise the RAT
tool being installed on their system, so the RAT must be invisible to them;

e the RAT tool must be installed persistently, which means it needs to be able to
survive a system re-boot; and

e the RAT tool must be resilient to patches and installations or de-installations of
software.

Hiding a RAT is the most important challenge. Once the RAT is detected, the
administrators of the target system know that their system has been hacked and they

40 Loaders load software to be executed from a system being controlled by the intruder.
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can take actions to remove the RAT. Numerous strategies for hiding RATs have been
invented, including:

Installation in system folders replacing known tools:

Installation of RATSs in system folders has been a common technique for years. A
filename of a well-known* operating system tool (e.g., the Windows calculator’s
‘calc.exe’) is used as the filename for the RAT executable, and the original tool is
replaced by the RAT. To make this installation even more sophisticated, the original
function of the tool might be implemented as well, so if the user manually opens the
tool, he will not see a difference in system behaviour. Administrators will find such
RATs only if they keep records of original file sizes and installation dates at the time
of the operating system installation and compare them in regular intervals against
their initial values. Even this information can be manipulated so, to be certain,
the only instrument an administrator has is to create databases carrying unique
fingerprints of all software installed and to check them on a regular basis.

Installation in temporary folders:

RATSs also have been seen in temporary folders. Often, this is the option of choice
if full privileges on a system have not been achieved since write permission on
temporary folders is often granted or set by default. From there, moving the RAT to
a different place on the target system can be considered, once system privileges have
been gained. The use of temporary folders on a target system very much depends on
the user’s behaviour. If a temporary folder is very full and contains a lot of outdated
files, it may be a very good place to permanently place a RAT since the users clearly
do not clean up their system regularly. However, if the temporary folders are empty
or only few files can be found there, a RAT could be easily detected and even deleted
by coincidence if the user decides to clean up his temporary files.

Installation in COTS folders:

Modern COTS software consists of multiple files spread through different directories.
Users and even administrators rarely know the exact purpose of each file — or which
files come with a COTS software at all. This makes it easy for an intruder to hide his
payload there, either by replacing an existing file of minor importance or by simply
adding a file and giving it a name similar to that of an existing file from the same
COTS product to make it appear innocuous. Sophisticated malware will possibly
also hide inside COTS software in a way which will not interfere with its original
functionality.

Installation in data folders:

A payload can also be hidden in data folders and files. This approach appeared when
the IT security industry started to launch products monitoring installation and use of
executable files. The user’s view of files is usually determined by a filename’s suffix;

41 In Windows, the calculator has been used for this for example (calc.exe).
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whereas some suffixes indicate executable files (e.g., .exe’), others indicate specific
data formats (e.g., “.docx’). Proprietary data formats without published data format
specifications can be misused easily as containers for malware since users and also
the majority of administrators will not be able to recognise malicious content. Thus,
if a payload is injected into such a file, especially when using older files which have
not been used for a long time, it is quite unlikely to be detected.

Once a RAT has been detected, removing it from a stand-alone system is easy and is
normally done by a simple re-installation of the machine. Sometimes this is done by
restoring it from a backup, which bears the risk of the RAT surviving, if the backup has
been made before the RAT was detected but after its successful installation. Since good
administrators will also check the backups for traces of the RAT, this is not very likely.
Removing a RAT from multiple machines within a network might be more challenging
since it is often not possible to shut down the entire network. Trying to restore machine
by machine only promises success if the vulnerability the intruder used to exploit the
system and install the RAT has been found and can be patched successfully; otherwise,
a restored system might simply be re-infected by other machines on the network which
have not yet been treated. This gives some indication about the complexity of anti-
malware campaigns in larger networks. Considering placement of malicious software in
a cloud, backup restoring strategies evidentially are no longer an option. If reinstallation
or backup restoring is not an option, the administrators of the target system can try to
uninstall the malicious software, or at least patch the system to neutralise the RAT. This
might require complex re-engineering of the malware and a test of the patch before
going live. Sometimes it is impossible to undo the modifications done by the intruder,
especially if more advanced installation methods are used. Notably, RAT functionality
is already built-in to some operating systems; Windows, for example, offers remote
administration of its systems that can be abused once privileges have been gained.

To strengthen the resilience of a RAT, so-called rootkits are used. These are characterised
by their capability to hide or remove any traces of their placement, activities and
existence. For example, they can modify system logs to not record or to delete all
reference to their placement, as well as to disguise all other traces of their existence.
A basic way in which rootkits can make themselves difficult to detect is by replacing
several standard operating system functions, like files or directory listing functions,
with modified versions. For example, a modified version of the ‘dir’ command,* which
is used from the command shell to list the files and subdirectories contained in any
designated directory, might not display certain files that the intruder wants to keep
hidden, or a modified version of the ‘procmon’ command,* which is used to list the
current processes on the system, might be designed to not display those processes that
are launched by the rootkit. Numerous rootkits have been developed for all common

42 The ‘Is” command would be the Linux equivalent.
43 The ‘ps’ command would be the Linux equivalent.
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operating systems. They can be classified into application level, operating system level
and BIOS level, and there may be hardware rootkits as well. At present, almost all known
rootkits fall into the first two categories; BIOS rootkits are currently being researched
intensively, and first prototypes are likely to be seen soon. Such a rootkit would allow
access bypassing an operating system, so finding traces there would be impossible.
Hardware rootkits are even more difficult to find. These are backdoors implemented
in peripheral hardware devices that can be activated remotely without any chance of
detection, if details about the command and control functionality of such hardware
rootkits have not been made public.

If a rootkit has been placed successfully, and not been detected and removed, the target
system is controlled by the intruder and malicious actions of all kind can be conducted.
Rootkits and RATSs are often combined to maintain access for the intruder persistently.
Having installed such a combination on the target system, the intruder can control it and
issue any desired command.

2.6 Command and Control — Remotely Control the Target System

If all required software needed for or intended to be used during the cyber operation has
been installed on the target system, the planned action needs to be prepared and started.
For this, means of command and control have to be foreseen based on which the intruder
can submit commands to the target system. They consist of a RAT being installed on
the target machine and a control unit being operated by the intruder, together with some
means of communication connecting the RAT with the control unit.

Command and control are usually implemented by means of network communication.
Since protected systems tend to monitor network traffic and scan it for suspicious
activities, command and control are usually hidden in covert channels, where the
communication from the intruder to the target machine is embedded in other network
communication which appears unsuspicious to firewalls and other IT security
products installed on the target system. If rootkits are installed on the target system,
communication could also be hidden using this technology, as other sensors set up by
the rightful owners of the target systems can record and detect command and control
traffic if not covered well enough. Covert channels can be implemented at different
abstraction levels. At the network level, command and control information can be
embedded into packets of other network communication, for example in packets
containing simple requests for a service running on the target system. The installed
RAT will intercept this information from the incoming network packets and ‘interpret’
them, i.e. extract the embedded information from the packets. Answers from the RAT
will also be encoded into protocol information in response packets sent from the service
back to the intruder; this technique is called tunnelling. It also works at application level:
commands are now hidden in the payload of a network packet. For this purpose, requests
are encoded using a secret encoding and decoding scheme that embeds the command
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into regular requests for a service, and a response is sent back the same way. The RAT
will analyse the content of the requests and extract the embedded command, as well as
embed answers in regular service responses. The services used for this purpose will
process the intruder’s requests as regular requests, not noticing that the only purpose
of this communication is the transport of commands for a RAT; therefore, discovery of
covert channels is very challenging and needs a lot of experience and sophisticated tools
for statistical analysis or tools with a built-in anomaly detection features.

To avoid back-tracing and technical attribution by the target system operators, command
and control channels should be established dynamically, and only if needed. Dynamic
channels vary permanently, which means that channels are established from different
peers each time they need to be used. This can be achieved by the use of multiple
command and control units, by changing roles of peers, or by using de-centralised
topologies such as peer-to-peer networking with no dedicated servers, and other
systems serving as proxies within the communication process. All this can be achieved
manually, but botnets are usually used for this purpose.

Apart from network communication, offline command and control can be built into the
cyber tool as well. Once delivered and installed, the tool carries all required information
to act on the target system. This technique is especially used in logic bombs which are
launched against a target and which do not require any link back to the intruder once
the cyber tool is engaged. Such cyber tools are also eligible for offline delivery, such
as transport through malicious media, or even built into hardware. Offline command
and control also plays a role once a covert channel has been discovered and blocked. In
this case, specific behaviour can be programmed, such as cyber tool self-destruction (to
wipe traces) or system destruction.

2.7 Act - The System is Yours

If intruders can successfully submit commands to the target, the list of possible actions
is more or less unlimited. Taking down a system is the most commonly known impact of
a cyber attack; the effect is not very challenging for the target system operators since the
intrusion is noticed instantly and can usually be countered by restoring the system from
a backup or by system re-installation. Still, system downtime and the effort required
to bring the system up again can be inconvenient. The same applies for the opposite:
information disclosure. Losing business data or even confidential information can harm
businesses as well as government entities or private users. As seen with Operation Red
October, cyber tools can remain undetected for a long time if covert channels are used
for the data extraction. Such an effect will often be much more disturbing than a system
take down.

The most challenging intrusions are modifications that compromise a system and force
operators of the target system to work intensely to figure out which modifications to
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data or software have been made, and to distinguish valid data from invalid data. The
biggest challenge here is the reverse proportion of acting effort against reacting effort:
simple modifications can disorganise target systems entirely and make them useless to
their rightful owners. The following examples of disturbing actions which intruders
have performed illustrate the great variety of possible actions from which they can
choose, once they have successfully exploited the target system:

Renaming files:

Big companies or organisations store their files on servers. A very vicious interference
is to rename files or exchange file names of existing documents, either randomly or
following a plan. The effect increases if the intruder does not initially do this with
files that are currently or recently used but focuses on older files, so the changes are
not seen immediately. In that case, the modifications might also be applied to the
backup device, so when the attack is finally recognised, restoring the backup does
not solve the problem.

Changing file versions and dates:

In any office environment, documents usually have different versions. Substituting
this information or swapping new with old versions can entirely disorganise business
processes until the cyber attack is detected.

Modifying tables and charts in files:

This effect takes the already introduced effects to a more fine-grain level: all
modifications can be done at file level as well. Inserting false data or modifying
information in documents can disturb business processes and such changes — if done
at system level, so the modifications are not reflected in the file system — are even
more difficult to detect.

Deleting single files:

Instead of taking down an entire system, deleting single files can cause more
confusion, though the effect is not great if the system is backed up regularly.

Inserting bogus files:

Instead of deleting information, adding some information is also likely to cause
confusion, especially if this information is well-prepared and fits into the context
of the business processes of the target systems. Such additional information can
be, for example, new versions of existing documents or entirely bogus documents
introducing new processes or workflows. Malware spreading techniques have been
implemented this way, but since that promotes detection, such techniques are no
longer used.

Modifying user privileges:

Modifying user privileges is especially effective when granting more right to users
than they should have. They tend to misuse their new privileges or accidentally
make use of them causing damage to the system. Taking rights from users is not a
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very efficient technique since they will complain; system administrators will help
out and probably detect the intrusion at the same time.

Changing passwords:

Password changes of target system user accounts, often referred to as famous
intruders’ activities, are not very effective since they can easily be changed again
by the system administrators. The picture changes if all system administrator
passwords are changed. In such a case, as with system takedown, only restoring the
system from a backup or a system re-installation will help.

Uninstalling software:

Whereas during a cyber operation additional software might have been installed,
uninstalling software or applying bogus software patches can have reasonable effects
on the target system, especially if system security software is being compromised.
Additionally, introducing software failures in COTS software is very efficient if,
for example, the undo function is also disabled, and bogus functionality affects
information when working with business data.

This list of possible actions and effects is of course incomplete and only demonstrates
the potential impact an intruder can have on a target system. The described effects
only refer to impacts in cyberspace. If the target system is steering the controls of a
machine, for example, the impact may be worse. Successful intrusion into control
devices of machines have been seen already, and with the Stuxnet case*, scenarios of
cyber tools indirectly causing physical damage to critical infrastructures are no longer
science fiction. Critical infrastructures are of course well protected, and cyber tools
designed for such targets require a lot of resources in terms of experts, budget, and test
stages, which significantly limits the number of groups or entities capable of performing
cyber operations at that level. Nevertheless, in the context of the so-called Internet of
Things®, it becomes obvious that computers are now omnipresent and more or less
any object with a processor might fall victim to intrusion and manipulation — e.g., a
modern car can be deemed a computer on wheels. The good news is that the complexity
of cyber tool design in critical areas often only allows attacks against selected single
targets only. Also, once a tool has been used and the exploited vulnerability has been
detected, the technology used for the cyber operation is known and will be patched, so
no further exploitation of the vulnerability is possible, and the cyber tool design using
this exploit becomes useless.“® The picture is different with regard to mass-produced
digital products. An attack launched by a botnet against a vulnerability of a product

44 The European Union Agency for Network and Information Security (ENISA) published a Stuxnet Analysis —
see internet portal of ENISA. Available: http://www.enisa.europa.eu/media/press-releases/stuxnet-analysis.

45 The concept of the Internet of Things (loT) has been illustrated, e.g., by CISCO on their internet portal.
Available: http://share.cisco.com/internet-of-things.html.

46 This is, among others, the reason why sophisticated exploits remove themselves from the target system after a
successful penetration.
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which is part of the ‘Internet of Things’ can compromise millions of systems and cause
enormous damage before it is detected, as embedded systems often rely on a specific
hardware architecture used in hundreds of different products. An exploit of such a
system might expose all products using parts of this architecture to the same cyber tool;
for example, a vulnerable digital sensor for temperature connected to a network can
be exploited in a car, in a microwave, or in an aircraft. Embedded systems often need
to be small and cheap, so neither space nor budget is available for enhanced protection
mechanisms. After a successful penetration of the target system, the effects of the
intrusion are only limited by the technical capabilities of the targeted system. Whereas
security researchers usually do not modify anything on the target since they more or
less aim to work out a proof of concept, and State actors will act in accordance with their
duties, malicious hackers will try to make a profit.

3. Cyber Operations — A Continuous Improvement Life-Cycle

The stages of a cyber operation might leave the impression that it is a sequential process
consisting of consecutive actions; unfortunately, in practice it is not. Multiple iterations
within stages and looping back to previous stages are often necessary, for example, to
adjust or improve cyber tools. During each stage, new information is gathered which
updates the cyber situational picture. This information needs to be evaluated to refine
the picture in the best possible manner in order to allow the creation of a precise cyber
tool which will be continuously tested on a simulated target built upon the gathered
information. An exploit working on the test system, but not in real life, may not only
be noticed by the target system operators, but also shows that the information collected
is either wrong or insufficient. Sometimes it is not possible to acquire all necessary
information. In such cases, missing information can only be substituted by simply
guessing or by ‘brute-forcing’ — a time-consuming practice of trying all possibilities.

At this point, it becomes obvious why hacking is often considered to be more of an art
than a science: it is the instinct of a talented hacker that helps him to guess the right
path to success. In many cases, a cyber operation will not only target a single dedicated
system, but one consisting of multiple machines in a network. Those cases will require
much more reconnaissance, and any information found on a single system that has been
successfully infiltrated can be used to build cyber tools for other machines within the
target network. Especially in the latter case, it is essential to always have a current
structured situational picture containing all available information. If information
from different sources is being used, quality metrics like age of information or level
of trust (e.g., if information is provided by a foreign source) have to be added, as well
as verification mechanisms to identify false information which a defence system of the

129



Markus Maybaum
Technical Methods, Techniques, Tools and Effects of Cyber Operations

target may have provided.*” Again, all these metrics are helpful and necessary, but it is
the experience and the feeling that helps to identify and avoid traps.

The continuous improvement does not only cover the tools: techniques are also refined
during a cyber operation depending on the findings of scans of the target systems. Since
all machines in target networks are likely to be administrated by the same operators,
findings concerning one machine can help to improve the techniques used in different
stages on other machines since the setup of the system might be the same or similar as
the one that has been successfully infiltrated. Similarities are often seen in terms of
installed software, running services, file system structure, or even the use of passwords.
This all helps to accelerate reconnaissance, and thus to supply suitable cyber tools to
conduct the operation swiftly and successfully.

In this chapter, actors as well as methods used for operations in cyberspace were
introduced and explained using the Cyber Kill Chain model as a blueprint. After
pointing out the different roles of cyber actors and the implications their roles have
on the conduct of a cyber operation, the stages of such an operation in cyberspace
have been described. For each stage, common techniques used by the different actors
have been explained and examples of the most commonly used tools have been given.
Additionally, the effects caused by these tools and techniques have been discussed,
especially the possible actions following a successful target system penetration. This
chapter also demonstrated that a cyber operation is a very complex endeavour and
requires not only deep system knowledge at expert level, but also a certain portion of
talent to be truly successful. Hacking can only be learned up to a certain level; the rest is
based on experience and intuition. Therefore, State actors have changed their approach:
instead of training their personnel to become cyber actors, they tend to hire cyber
specialists from the labour market. This is a challenge since they are competing with
businesses and industry, and the few talented candidates available may not necessarily
see themselves on a government payroll.

The examples of effects that cyber operations may cause illustrate the threatening
technical possibilities an information society is facing. The tools and techniques used
to cause these effects are available on the internet and can be used by any talented
actor, regardless of the particular intention or motivation. Hacking is not a myth: it
happens, and it happens every day. It happens on every continent and in every State, it
happens in business and industry, in government entities and on private computers. It
happens in factories, pharmacies and embassies. State actors’ cyber operations must be
accepted as a consequence of the emerging threat to which everyone is exposed, and
technical evolution will raise their importance. This chapter has also shown that, due to
the design principles of modern computers, it is not possible to find a technical solution

47 A very good introduction into the concept of these ‘honeypots’ can be found on the SANS internet portal.
Available: http://www.sans.org/security-resources/idfag/honeypot3.php.
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to entirely secure an IT system. This applies to both the state-of-the-art platforms and
to architectures of the next generation as currently designed. Thus, at present, the only
chance to stay competitive — in terms of both active and defensive cyber operations —
is to catch up in terms of resources, personnel recruitment and training in methods,
techniques and tools to conduct cyber operations as illustrated and explained in this
chapter.
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Katharina Ziolkowski

GENERAL PRINCIPLES OF INTERNATIONAL LaAw
AS APPLICABLE IN CYBERSPACE

1. Introduction

The present chapter* describes general principles of international law and illustrates
their application to cyberspace. For the purposes of the present analysis, cyberspace
is understood as a global, non-physical, conceptual space, which includes physical
and technical components, i.e., the internet, the ‘global public memory’ contained on
publicly accessible websites, as well as all entities and individuals connected to the
internet. Cyberspace has political, economic, social and cultural aspects going far
beyond the notion of a pure means of information transfer.

Some claim (inadequately, as the present volume proves) that cyberspace is not or is only
partly regulated by law, as cyber-specific international custom is absent and contractual
regulation scarce. The classical international law approach to such a situation would be
to invoke the basic principle as stated in 1927 by the Permanent Court of International
Justice (PCIJ) in the Lotus! case: based on the notion of sovereignty, in the absence of a
legal prohibition, a State enjoys freedom of action. However, the consequently competing
freedoms of the coexisting sovereign States are guided (and de-conflicted) by general
principles of international law. These principles are most important in the cyber context,
since they form the basis for a progressive development of international law, enabling
the international law system to respond to the dynamic needs of an international society
and especially to meet the fast growing technological advances.

In the following, the nature of general principles of international law will be described
(2), followed by an examination of several specific principles and their application
to cyberspace, focusing the aspects relevant to international peace and security (3).
Thereafter, a few thoughts on lex ferenda for cyberspace, in terms of an application of
general principles of international law deducted from legal regimes governing shared
resources or common spaces, will be presented (4). These sections will be followed by
some concluding remarks (5).

* Due to limited research resources, the assessment of secondary legal sources is primarily based on scholarly
writings available online. The author is deeply indebted to the NATO ACT - SEE Legal Office for providing
access to various online databases.

1 cf The Case of the S.S. ‘Lotus’, Merits (1927) PCIJ Rep Ser A, No 7, 18ff.

135



Katharina Ziolkowski
General Principles of International Law as Applicable in Cyberspace

2. Nature

The term “principles’ may refer to a meta-legal concept, generated within a philosophical
or ethical discourse, or to principles inherent in or developed from a particular body
of law or law in general.2 General principles of international law belong to the latter
category, and must be distinguished from the notion of ‘justice’ (or equity in the
broad sense) and from ‘general principles of moral law’, i.e., compelling or essential
ethical principles endorsed in international law (e.g., prohibition of genocide).® On a
conceptual level, though, the ethical and legal meaning of the term “principles’ cannot
be completely separated, as legal principles are always to be deemed as expressions of
overarching values.* General principles of international law reflect a genuine morality
and the most basic values of the international society as inherent in the international
order and absolute principles relative to that existing order.® It should be mentioned that,
because of this feature, general principles of international law are partly criticised in
academic writings as being a ‘gateway into the legal discourse for natural law maxims’.®

As stated by one scholar, ‘general principles of law [..] [are] arguably the most important
but certainly the least used and most confused source of law [..]".” The jurisprudence of
the International Court of Justice (ICJ) does not bring clarity to the matter, as hitherto
the Court’s reference to general principles of international law has been ‘inconsistent
and confused’® The academic controversy pertains in particular to whether general
principles of international law can be deemed a source of law of a normative character
or merely reflecting juridical maxims or legal ideas. In addition, there are disagreements
over whether they can present a source of obligations for States, whether they are a
source of natural law, and which relation they show with regard to that concept; whether

2 Rudiger Wolfrum, ‘General International Law (Principles, Rules, and Standards)’ in idem (ed), The Max Planck
Encyclopedia of Public International Law (Oxford University Press 2008, online edition [www.mpepil.com])
[in following MPEPIL] MN 6; idem, ‘Sources of International Law’ in MPEPIL MN 33.

3 Brian D. Lepard, Customary International Law. A New Theory with Practical Implications (Cambridge
University Press 2010) 165; Mahamoud Cherif Bassiouni, ‘A Functional Approach to General Principles of
International Law’ (1990) 11 Michigan Journal of International Law 768, 775. The ICJ has made a distinction
between legal rules and ‘moral principles’ which can be taken into account ‘only in so far as these are given a
sufficient expression in legal form’, see South West Africa, Second Phase (1966) ICJ Rep 5, para 49.

4 Armin von Bogdandy, ‘General Principles of International Public Authority: Sketching a Research Field’
(2008) 9 German Law Journal 1909, 1912; Bassiouni (n 3) 775.

5 Lepard (n 3) 164; Bassiouni (n 3) 784ff (with further references); Stephen C. Hicks, ‘International Order and
Article 38(1)(c) of the Statute of the International Court of Justice’ (1978) 2 Suffolk Transnational Law Journal
(1) 1, 24ff and 27.

6 Niels Petersen, ‘Customary Law Without Custom? Rules, Principles, and the Role of State Practice in
International Norm Creation’ (2008) 23 American University International Law Review 275, 292 (with further
references).

7 Hicks (n 5) 7. For reasons of correctness, it should be noted that Hicks refers specifically to ‘general principles
of law recognized by civilized nations [pursuant to] Article 38(1)(c) of the Statute of the International Court of
Justice’, however, the context allows us to conclude that he interprets the norm as including also the notion of
general principles of international law.

8 ibid 34.
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they are enshrined in Article 38(1)(c) of the Statute of the International Court of Justice
of 1945 (ICJ Statute), or are part of customary international law within the meaning of
Avrticle 38(1)(b) of the ICJ Statute, even of a peremptory character, or whether they exist
aside from the enumeration of the aforementioned Article as an autonomous source of
law; and whether they have a merely persuasive authority of interpretative guidance or
have the a nature of a quasi-constitutional norm of the most importance.

Thus, it is surely not an exaggeration to assert that every aspect of general principles
of international law is disputed and unclear. Against this background, a thorough
presentation of diverse scholarly opinions on the specific aspects of controversy, as well
as a clarification with regard to the respective legal debate must be considered a task for
a legal analysis of a major extent and cannot be provided for within the limited scope
of the present chapter. Therefore, the following assessment can only offer a limited
overview of the relevant court rulings and opinions of legal commentators, and attempt
to describe the source and content (2.1) as well as the normativity and categorisation (2.2)
of general principles of law, the distinctive status they enjoy within the international law
system (2.3), and their feature as a vehicle of progressive law development (2.4).

2.1 Source and Content

‘[Gleneral principles of law recognized by civilized nations’ within the meaning of
Article 38(1)(c) of the ICJ Statute are a (subsidiary)® source of international law which is
derived, according to the wording and as understood by the majority of scholars, from
principles common to the domestic law systems of all ‘civilised™® countries, in so far
as they are applicable to inter-State relations.* Some scholars assert that the provision
(formerly Article 38 No. 3 of the Statute of the Permanent Court of International Justice

9 Alain Pellet, ‘Art. 38" in Andreas Zimmermann et al (eds), The Statute of the International Court of Justice.
A Commentary (Oxford University Press 2006) MN 290; contra: Giorgio Gaja, ‘General Principles of Law’ in
MPEPIL (n 2) MN 21.

10 The reference to ‘civilised” nations was included in Article 38 of the Statute of the Permanent Court of Justice
(League of Nations) of 13 December 1920 (and was reproduced in the Statute of the International Court of
Justice). During these times of Euro-centric international law understanding, it was meant to exclude the rather
‘primitive’ law systems; nowadays, it does not have any discriminatory meaning, cf Wolff Heintschel von
Heinegg, ‘Die weiteren Quellen des Volkerrechts’ in Knut Ipsen (ed), Vélkerrecht (6th edn, CH Beck 2010)
§ 17 MN 2. However, Bassiouni claims that the expression still has utility when a given nation, because of
peculiar historical circumstances, no longer follows its previously ‘civilised’ system of law, or that of the other
‘civilised nations’. cf Bassiouni (n 3) 768.

11 James Crawford, Brownlie’s Principles of Public International Law (8th edn, Oxford University Press 2012)
34ff (with further references on the different opinions); Heintschel von Heinegg (n 10) § 17 MN 1; Pellet (n 9)
251; Robert Kolb, ‘Principles as Sources of International Law (With Special Reference to Good Faith)’ (2006)
53 Netherlands International Law Review (1) 1, 10; Lepard (n 3) 164; Wolfgang Friedmann, ‘The Uses of
“General Principles” in the Development of International Law’ (1963) 57 American Journal of International
Law 279, 282. General principles of law are, eg, responsibility and reparation for damages, unjust enrichment,
property and indemnity, cf Heintschel von Heinegg (n 10) § 17 MN 4; other proposals at Friedmann (see above)
287. Additionally, general principles of law contain a multitude of rules of procedural nature, as confirmed by
the PCIJ and ICJ in a number of cases, see overview at Gaja (n 9) 8-16.
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(PCIJ Statute) of 1920)*2 also includes general principles of international law, reflecting
rather the international order of States than the national law systems.®®* They refer to
the PCIJ Statute’s travaux préparatoires of 1920, which show that the drafters had
different views of the reference to ‘general principles of law’, including the notion that
the principles are to be understood in a broad way as ‘maxims of law’.* Furthermore,
the drafting history shows that Article 38(c) (or as it was then, No. 3) was a response to
the need for the completeness®™ of the law and the intention of the drafters was to avoid a
non liquet of the Court for lack of a positive rule (however, without giving the judges the
possibility to legislate or opening a gateway for natural law).®® In this spirit, it is asserted
that a modern interpretation of Article 38 is justified by the changes of the structure of
the legal order since 1920 with regard to the means of determination of international
rules based on an implicit consensus of States, which nowadays can be derived from
more than the municipal legal systems, e.g., also from binding decisions of international
organisations.” Finally, it is noted that general principles as mentioned in the ICJ Statute
and general principles of international law cannot always be distinguished from each
other.®

Otherst® assert that the reference to recognition by nations constitutes the distinguishing
element between the principles referred to by Article 38(2)(c) of the ICJ Statute and the
general principles of international law, of which only the latter derive from international
law. Advocates of this approach also invoke the legislative history, object and purpose
of Article 38(1)(c) of the ICJ Statute as a supporting argument.? Their view is supported
by the wording of Article 21(1) of the Rome Statute of the International Criminal Court

12 The provision was reproduced in the ICJ Statute without considerable discussion and with only minor alterations
(in the numbering of the paragraphs and subparagraphs, instead of alphabetic characters, and the addition of a
few words in the introductory phrase). cf Pellet (n 9) 42-45; Gaja (n 9) 4.

13 eg Hicks (n 5) 42; Bassiouni (n 3) 772; Petersen (n 6) 307ff; Wolfrum, ‘General International Law’ (n 2) 28 (with
further references); Crawford (n 11) 37 (asserting that general principles of international law refer to Article
38(1)(c) of the ICJ Statute, as well as to customary law or to certain logical propositions underlying judicial
reasoning).

14 On drafting history see Gaja (n 9) 3; Pellet (n 9) 17-41; Bin Cheng, General Principles of Law as Applied by
International Courts and Tribunals (Cambridge University Press 1953) 6-21.

15 In 1920, customary law was considered a slowly developing source of international law. Additionally, the
development of new rules of customary law was these days surrounded by scepticism, given the newly appeared
heterogeneity of the international community by the establishment of the Marxist-Leninist regime of USSR.
Moreover, international treaty law was not as extensive as it is today, as the majority of the treaties (currently
over 50,000 are registered at the UN) were concluded after 1945. See Kolb (n 11) 30 (with further references).

16 cf Bassiouni (n 3) 772ff, 779; Petersen (n 6) 307ff; Pellet (n 9) 245 (with further references to the drafting
history); Kolb (n 11) 30.

17 Heintschel von Heinegg (n 10) § 16 MN 17, 23; Wolfrum, ‘Sources of International Law’ (n 2) 10; Pellet (n 9)
96, 88-95 (with further references to ICJ jurisprudence and State practice); Petersen (n 6) 308.

18 Wolfrum, ‘General International Law’ (n 2) 20; Bassiouni (n 3) 774.

19 eg Pellet (n 9) 86 and 252; Wolfrum, ‘General International Law’ (n 2) 7 and 20; cf Heintschel von Heinegg
(n 10) § 17 MN 1; Hicks (n 5) 3ff, 7, 35; Lepard (n 3) 163 and 166; Gaia (n 9) 32; JP Tammes, ‘The Legal System
as a Source of International Law’ (1953) 1 Netherlands ILR (4) 374.

20 Wolfrum, ‘General International Law’ (n 2) 28.
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of 1998 (Rome Statute), which describes as the law applicable by the Court, inter
alia, ‘principles and rules of international law’ (lit. b) and ‘general principles of law
derived by the court from national laws of legal systems of the world’ (lit. ¢), thus
explicitly distinguishing between the two forms of ‘general principles’. As the Rome
Statute hitherto has been signed by 139 States?, it can be asserted that the majority of
States, who are the primary subjects of international law, consider general principles
of international law as existing aside from the general principles derived from national
law systems, and consequently beside the enumeration of law sources in Article 38 of
the ICJ Statute.

This view is confirmed by the jurisprudence of the PCIJ and ICJ, which indicates the
existence of general principles of law, irrespective of their correspondence to principles
pertaining to municipal laws.?? The PCIJ, e.g., referred to ‘principles of international
law’,% “an elementary principle of international law’,?* “a principle of international law,
and even a general conception of law’,”® ‘general and essential principles’,?® ‘generally
accepted principle of international law’,? and to a ‘principle universally accepted’.?® The
ICJ, e.g., invoked ‘general and well recognized principles’,?® ‘rule[s] of law generally
accepted’,® ‘general principles of international law’,* ‘fundamental or cardinal principle

21 Information of the UN Treaty Collection as of 9 May 2013, <http://treaties.un.org/pages/ViewDetails.
aspx?src=TREATY&mtdsg_no=XVI11-10&chapter=18&lang=en>.

22 cf Gaia (n 9) 32.
23 Lotus (n 1) 31

24 Mavrommatis Palestine Concessions, Judgement (1924) PCIJ Rep Ser A, No 2, 12 (referring to the principle
that a State has a right to protect its subjects when injured by unlawful acts committed by another State).

25 Case Concerning the Factory at Chorzéw, Merits (1928) PCIJ Rep Ser A, No 17, 29 (‘any breach of an
engagement involves an obligation to make reparation’).

26 ibid 47-48.

27 Greco-Bulgarian ‘Communities’, Advisory Opinion (1930) PCIJ Rep Ser B, No 17, 32 (‘in relations between
treaty parties treaty law prevails over municipal law’).

28 Electricity Company of Sofia and Bulgaria, Order (1939) PCIJ Rep Ser A/B, No 79, 199 (‘[...] parties to a case
must abstain from any measure capable of exercising a prejudicial effect with regard to the execution of the
decision to be given, and, in general, not allow any step of any kind to be taken which might aggravate or extend
the dispute’).

29 The Corfu Channel Case, Merits, (1949) ICJ Rep 4, para 22 (‘[...] certain general and well-recognized principles,
namely: elementary considerations of humanity, even more exacting in peace than in war; the principle of the
freedom of maritime communications; and every State’s obligation not to allow knowingly its territory to
be used for acts contrary to the rights of other States’); Military and Paramilitary Activities in and against
Nicaragua, Merits (1986) ICJ Rep 14, para 215 (‘certain general and well recognized principles, namely:
elementary considerations of humanity, even more exacting in peace than in war’).

30 Case Concerning Right of Passage over Indian Territory Case, Preliminary Objections, (1957) ICJ Rep 125, 142
(“‘Once the Court has been validly seized of a dispute, unilateral action by the respondent State in terminating
its Declaration, in whole or in part, cannot divest the Court from its jurisdiction’).

31 Legal Consequences for States of the Continued Presence of South Africa in Namibia (South West Africa)
notwithstanding Security Council Resolution 276 (1970), Advisory Opinion (1971) ICJ Rep 16, para 94 (‘the
general principles of international law regulating termination of a treaty relationship on account of breach”).
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of [..] law’,® “fundamental principle of international law’,*® ‘well established principle
of international law’,3* and a ‘principle universally accepted’.® In none of the cases was
Acrticle 38(2)(c) of the ICJ Statute mentioned in the context.

The question arises, upon which methodology the existence of general principles of
international law is recognised. In the Lotus case, the PCIJ conducted ‘researches [of]
all precedents, teachings and facts to which it had access and which might possibly
have revealed the existence of one of the principles of international law [...]’.* In the
Chorzdéw Factory case, the Court ascertained an ‘essential principle’, because it “has [...]
never been disputed in the course of the proceedings in the various cases concerning
the Chorzéw factory’® and ‘seem[ed] to be established by international practice and
in particular by the decisions of arbitral tribunals’.® In the Electricity Company of
Sofia and Bulgaria case, the PCIJ concluded the existence of a principle, because it
was ‘universally accepted by international tribunals and likewise laid down in many
conventions’,* without further explanation. The assertion by the ICJ of a general principle
of law was only rarely accompanied by an adequate demonstration of its existence in
international law.*® In the Nicaragua case, the Court sought a ‘confirmation of the
validity as customary international law of the principle of the prohibition of the use of
force’ by reference to Article 2(4) of the Charter of the United Nations (UN Charter) and
‘the fact that it is frequently referred to in statements by State representatives as being
not only a principle of customary international law but also a fundamental or cardinal
principle of such law’.** In the Western Sahara* advisory opinion, the ICJ referred as
the basis for the principle of international law of self-determination of peoples to the UN
Charter, UN General Assembly (UNGA) resolutions and to its own prior decision. Thus,

32 Nicaragua (n 29) 190 (‘A further confirmation of the validity as customary international law of the principle
of the prohibition of the use of force expressed in Article 2, paragraph 4, of the Charter of the United Nations
may be found in the fact that it is frequently referred to in statements by State representatives as being not only
a principle of customary international law but also a fundamental or cardinal principle of such law.”); ibid 181
(‘common fundamental principle’).

33 Applicability of the Obligation to Arbitrate under Section 21 of the United Nations Headquarters Agreement
of 26 June 1947, Advisory Opinion (1988) ICJ Rep 12, para 57 (‘the fundamental principle of international law
that international law prevails over domestic law’).

34 Case Concerning Land and Maritime Boundary Between Cameroon and Nigeria Case (Preliminary
Objections), Judgement (1998) 1CJ Rep 275, para 38 (‘the principle of good faith is a well-established principle
of international law’).

35 LaGrand Case, Judgement, (2001) ICJ Rep 466, para 103.
36 Lotus (n1) 31

37 Chorzéw Factory (n 25) 29.

38 ibid 47.

39 Electricity Company of Sofia and Bulgaria (n 28) 199 (‘[...] parties to a case must abstain from any measure
capable of exercising a prejudicial effect in regard to the execution of the decision to be given, and, in general,
not allow any step of any kind to be taken which might aggravate or extend the dispute’).

40 Gaia (n 9) 20.
41 Nicaragua (n 29) 190.
42 \Western Sahara, Advisory Opinion (1975) ICJ Rep 12, para 54-65.
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it can be concluded that the jurisprudence of the international courts did not develop
any methods of identifying general principles of international law. Unfortunately, to
quote a scholar, ‘[s]cholarly writings on this question are few, and what writings exist
are unclear.”® The most accurate assertion might be the ambiguous proposal to identify
general principles of international law ‘by way of successive “accretions” (inductive)
and “concretization” (deductive) to which the principle leans itself”.4*

By whichever methodology, academic literature and the jurisprudence of the PCIJ and
ICJ indicate that general principles of international law can be derived from general
considerations® (e.g., ‘elementary considerations of humanity’, see Corfu Channel
Case*), legal logic (mostly pertaining to procedural rules), legal relations in general
(e.g., principle of good faith),* from international relations, or from a particular treaty*
regime (see advisory opinion on Genocide Convention®).5° Additionally, some scholars
assert that general principles of international law can be derived from the ‘conception
of [a specific] legal system™ (e.g., the UN) and may emerge from ‘manifestations of
international consensus expressed in [UN] General Assembly and Security Council
Resolutions’.®2

PCIJ and ICJ identified several principles of either general significance (freedom of
maritime communications,> damages®), of a contractual nature (pacta sunt servanda,®
good faith,% estoppel®’), of procedural character (nemo judex in re sua)® and of

43 Bassiouni (n 3) 817.

44 cf Kolb (n 11) 10.

45 Wolfrum, ‘Sources of International Law’ (n 2) 37.

46 Corfu Channel (n 29) 22.

41 Wolfrum, ‘Sources of International Law’ (n 2) 37.

48 ibid (with examples).

49 Reservations to the Convention on the Prevention and Punishment of the Crime of Genocide, Advisory
Opinion (1951) ICJ Rep 15, 23 (‘the principles underlying the Convention are principles which are recognized
by civilized nations as binding on States, even without any conventional obligation’); confirmed in Application

of the Convention on the Prevention and Punishment of the Crime of Genocide, Judgement (2007) ICJ Rep 43,
para 161.

50 cf Hermann Mosler, ‘General Principles of Law’ in Rudolf Bernhardt (ed), Encyclopedia of Public International
Law (vol 2, Elsevier North Holland 1995) 511-27; Wolfrum, ‘General International Law’ (n 2) 29; idem, ‘Sources
of International Law’ (n 2) 35.

51 Tammes (n 19) 377ff (referring to the case Effects of Awards of Compensation made by the United Nations
Administrative Tribunal, Advisory Opinion (1954) ICJ Rep 54).

52 Bassiouni (n 3) 769.

53 Corfu Channel (n 29) 22.

54 Chorzoéw Factory (n 25) 29.

55 Article 3, Paragraph 2, of Treaty of Lausanne, Advisory Opinion (1925) PCIJ Rep Ser B, No 12, 12.
56 Nuclear Tests (Australia v. France) (1974) ICJ Rep 253, para 46.

57 Case Concerning the Temple of Preah Vihear, Merits (1962) 1CJ Rep 6, 31-32.

58 South-West Africa — Voting Procedure, Advisory Opinion (1955) ICJ Rep 67, 100 [separate opinion of Judge
Lauterpacht].
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relevance to specific situations (self-determination of peoples,*® uti possidetis juris,®
‘fundamental general principles of humanitarian law’,% ‘elementary considerations of
humanity’®?). Academic writings assert, beside the above-mentioned principles, the
existence of further general principles of international law, such as consent, reciprocity,
unjust enrichment, finality of settlements, and proportionality.5® Additionally, based on
the notion of general principles as systematisation of existing norms of international
law, the ‘principle of common heritage of mankind’ (developed in the context of the
law of the sea and applied to certain common spaces) and the ‘principle of sustainable
development’ (developed in the context of international environmental law) are
affirmed.®*

With regard to general principles of international law as pertaining to international
peace and security, the international courts did explicitly acknowledge the principles of
State sovereignty® (and the corollary principle of ‘every State’s obligation not to allow
knowingly its territory to be used for acts contrary to the rights of other States’®®), non-
intervention,® refraining from use of force in international relations,% and peaceful
settlement of disputes.®® Article 2 of the UN Charter enshrines these principles as legal
obligations,” i.e., the sovereign equality of States (No. 1), non-intervention in matters
within the domestic jurisdiction of States (No. 7, although only stating a respective
prohibition for the UN), refraining from (threat or) use of force in international relations
(No. 4), and peaceful settlement of disputes (No. 3). Article 1 of the UN Charter,
depicting the purposes of the organisation, refers to the organisation’s goal of achieving
international cooperation in solving international problems (No. 3). All the above-
mentioned principles of the UN and, additionally, the duty of States to cooperate are

50 \Western Sahara (n 42) 54-65; Namibia (n 31) 31 (‘[..] the subsequent development of international law with
regard to non-self-governing territories, as enshrined in the Charter of the United Nations, made the principle
of self-determination applicable to all of them’).

60 Case Concerning the Frontier Dispute, Judgement (1986) ICJ Rep 554, para 20.
61 Nicaragua (n 29) 218, 220, 225.
62 Corfu Channel (n 29) 22.

63 cf Crawford (n 11) 37; Kolb (n 11) 25ff; lan Brownlie, International Law and the Use of Force by States (Oxford
University Press 1963) 19. As stated before, it is noted in the academic writings that some of the principles may
not be distinguishable from the ‘general principles of law recognized by civilized nations’ in the meaning of
Article 38(1)(c) of the ICJ Statute.

64 Wolfrum, ‘General International Law’ (n 2) 8.
65 Nicaragua (n 29) 263.

66 Corfu Channel (n 29) 22.

67 Nicaragua (n 29) 202, 204.

68 ibid 181.

69 ibid 290.

70 Andreas Paulus, ‘Article 2’ in Bruno Simma et al (ed), The Charter of the United Nations (3rd edn, vol 1, Oxford
University Press 2012) MN 8.
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further elaborated upon in the UNGA Friendly Relations Declaration™ of 1970 (widely
accepted as a quasi-binding interpretation of the UN Charter),”? which declares them
to ‘constitute basic principles of international law’ (General Part, para. 3). These ‘basic
principles’ were confirmed by the UNGA in its Millennium Declaration™ of 2000. At
the regional level, States participating in the Conference on Security and Cooperation
in Europe in 1975 adopted a Declaration on Principles Guiding Relations between
Participating States™ (part of the so-called Helsinki Declaration), which affirms,
apart from other principles, all the general principles of international law pertaining
to international peace and security as stated in the Friendly Relations Declaration.
Scholarly writings in general confirm these principles as having the nature of general
principles of international law, partly adding also into this category the principle of
domestic jurisdiction (corollary of State sovereignty).”

Thus, a common core of general principles of international law, as pertaining to
international peace and security, can be identified, even if the finding is ‘[...] based on
nothing grander than their having passed what Thomas Franck calls the ‘but of course
test” —a more or less unstable ‘common sense of the international community’ [...]’" In
summary, general principles of international law as relevant to international peace and
security can be deemed as consisting of the principles of:

 sovereign equality of States, including the corollary principles of:
o self-preservation,

o

independence,

o

jurisdiction over domestic matters,
non-intervention in matters within the domestic jurisdiction of other States,
duty not to harm the rights of other States,

o

o

71 Declaration on Principles of International Law concerning Friendly Relations and Co-operation among
States in accordance with the Charter of the United Nations UNGA Res 2625 (XXV) (24 October 1970) annex
(adopted without vote).

72 Bardo Fassbender, ‘Article 2(1)” in Simma (n 70) MN 31 (referring to the ‘careful preparation and adoption by
consensus’, due to which the declaration ‘can be relied upon almost like a text enjoying binding force’). See
also Paulus (n 70) 5; Helen Keller, ‘Friendly Relations Declaration (1970)’ in MPEPIL (n 2) MN 1 (referring
to ‘codification and progressive development of international law’) and MN 31ff (showing the continuous
reference to the resolution by UNGA, UNSC, ICJ, etc, with further references).

73 United Nations Millennium Declaration UNGA Res 55/2 (8 September 2000) para 4.

74 The Final Act of the Conference on Security and Cooperation in Europe (1 August 1975) (Helsinki Declaration)
(1978) 14 ILM 1292.

75 cf Crawford (n 11) 37 (naming the principles of equality of States and domestic jurisdiction); Kolb (n 11) 25ff
(naming the principles of ‘non-use of force, peaceful settlement of disputes [...], etc.”); Heintschel von Heinegg
(n 10) § 16 MN 43 (naming the principle of equality and independence of States); Brownlie (n 63) 19.

76 International Law Commission (ILC), Fragmentation of International Law: Difficulties Arising from the
Diversification and Expansion of International Law (Report of the Study Group of the International Law
Commission, finalized by Martti Koskenniemi, UN Doc No A/CN.4/L.682, 13 April 2006) para 468 (with
further references).
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e maintenance of international peace and security, including the principles of:
o refrain from (threat or) use of force in international relations,
o duty to peaceful settlement of disputes, and

e duty to international cooperation in solving international problems.

The significance and concretisation of these principles for cyberspace will be introduced
in detail infra (section 3).

2.2 Normativity and Categorisation

Some scholars assert that, because of their generality, not all general principles
of international law could have a binding authority in the meaning of normative
requirements on States, but rather a persuasive authority in the meaning of guidelines.”
Others, also addressing the general character of the principles, concur with this finding,
referring to general principles as mere ‘legal ideas’.” General principles of international
law certainly do not show the level of specification of rules, which are formulated
for practical purposes.” However, they are also distinct from abstractly formulated
legal standards (e.g., ‘due regard’ or ‘reasonable time’). Those legal standards, being
‘concepts of law” mostly incorporated in legal norms, do not present a source of law, but
support the subsuming of the facts of a case to a norm.® In contrast, general principles
of international law show a core legal meaning developed over centuries, and thus
present neither ‘legal ideas’ nor mere structural or guiding principles.

However, during the 1960s, it was claimed that general principles of international
law could not be deemed a source of law, because the legal principles governing the
Western system, the system based on Marxism-Leninism, and the Islamic law system
(preconditioned by compatibility with various interpretations of Islam) were very
different.®? In a more general manner, referring to the value-oriented nature of the
principles, it was also asserted that a general consensus on values cannot be identified
between the members of the international society.®?® Indeed, general principles of
international law are characterised by serving the purpose of protecting a common or
individual good, and are value-related.®* However, this cannot be taken as an argument
against the normative nature of general principles of international law, as it is true for

77 cf Lepard (n 3) 167.
78 Kolb (n 11) 9.
79 Wolfrum, ‘General International Law’ (n 2) 6; Kolb (n 11) 9; Cheng (n 14) 24.

80 Kolb (n 11) 16ff, stating that, however, some legal standards as ‘equity’, ‘goodwill” or ‘good faith’ proved to
have been applied autonomously in arbitration of commercial law cases.

81 cf von Bogdandy (n 4) 1912; Kolb (n 11) 8ff.
82 Bassiouni (n 3) 782ff (with further references).

83 Hicks (n 5) 6; Ingo Venzke and Jochen von Bernstorff, ‘Ethos, Ethics, and Morality in International Relations’
in MPEPIL (n2) MN 3 and 28.

84 Petersen (n 6) 288.
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the whole international law system. According to a broad group of scholars, (basic)
universally shared values lay the foundation of international law, aiming at safeguarding
and promoting universal values and global goals.®® Irrespective of the dichotomy of
positivism versus naturalism, it is acknowledged today that any legal argument
has constant recourse to extra-positive elements, which flow into the law by way of
‘certain strong arguments or topoi, concentrated into a series of value-oriented general
principles [...].# The concerns referring to ideological, religious and other value-based
differences within the international society can be contested with a reference to the
universal acceptance of the international law system’s existence. General principles of
international law are inherent to that system (and their general and basic nature allows
different interpretations in concrete situations). Nevertheless, it will indeed always be
important to delimit them from the extra-positive social or ethical principles,® or from
the aforementioned ‘general principles of moral law’.

Allinall, general principles of international law are nowadays accepted by a vast majority
of scholars as a normative source of law.® This finding is confirmed by the wording of
the above-mentioned Article 21(1)(b) of the Rome Statute (declaring “principles and
rules of international law’ as a source of law applicable by the International Criminal
Court) as well as by the jurisprudence of the PCI1J and ICJ which relied upon general
principles of law not only for interpretative purposes, but also to fill a gap in a situation
which was not governed by contractual or customary law.®

However, controversy prevails with regard to the categorisation of general principles
of international law within the sources of law. Some® scholars deem general principles
of international law as being part of international customary law, even presenting
peremptory norms (ius cogens) of international custom.® Others®? recognise the
principles as a separate source of international law, giving an impulse and directing
the formulation of customary international law, however, being most difficult to
distinguish from it. The jurisprudence of the ICJ does not support the drawing of a
definite conclusion: the Court referred in the so-called Hostages® case to a principle of

85 Venzke and von Bernstorff (n 83) 28.

86 Kolb (n 11) 4.

87 ibid.

88 ibid; Heintschel von Heinegg (n 10) § 16 MN 43; Hicks (n 5) 11; Petersen (n 6) 277 and 287 (implicitly); von
Bogdandy (n 4) 1912; Cheng (n 14) 23.

89 See examples of the jurisprudence at Bassiouni (n 3) 798 (with further references).

90 Heintschel von Heinegg (n 10) 816 MN 43; Tullio Treves, ‘Customary International Law’ in MPEPIL (n2) MN 1
and 19-22; Gaja (n 9) 24.

91 Bassiouni (n 3) 780; Crawford (n 11) 37, similar also before Brownlie (n 63) 19.

92 Hicks (n5) 7, 41; Lepard (n 3) 166; Cheng (n 14) 23.

93 United States Diplomatic and Consular Staff in Tehran, Judgment (1980) ICJ Rep 3, para 86 (inviolability of
diplomatic personnel and the mission).
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international law as being also a norm of customary law. In the Nicaragua® case, the
Court stated that certain customary international law ‘flow[s] from a [...] fundamental
principle’. Then, in the Nicaragua® case and in the Frontier Dispute® case, the ICJ
referred to ‘principles of customary law’, quasi combining the general principles of
international law and international customary law. Finally, the Court also referred to
‘general or customary international law’ in the North Sea Continental Shelf®” case and
ambiguously to ‘general international law’ in the Barcelona Traction® and Hostages®*®
case, thus not making any difference between general principles of international law
and international customary law. All in all, it might be wise to concur with those who
claim that any intent of a rigid categorisation of general principles of international law
would be inappropriate.’® Depending on the content and use of a principle, it can be part
of customary law or a separate and substantive source in itself. 1!

General principles of international law can also present legal rights and obligations.*®?
Whereas in national law a distinction is made between a law source as objective law
on the one hand and a right, an obligation or a subjective entitlement on the other hand,
the two aspects merge in international law due to the lack of a centralised legislator.1®®
In the international law system, the community of its subjects, i.e., primarily States,
create the legal bonds and are subject to them at the same time.*** Additionally, general
principles as endorsed in Article 2 of the UN Charter directly entail legal rights and
obligations on the basis of the binding character of contractual law.1® However, it could
be argued that a general principle of international law will achieve the quality of a right
or obligation only after a specific interpretation of its general content in a concrete
situation, making it thereby ‘operational’ in the legal sense.’®® Consequently, general
principles of international law as pertaining to international peace and security would
unfold their nature as a State’s ‘hard law’ right or obligation in the cyber realm only

94 Nicaragua (n 29) 181, 188, 190 (refrain from use of force in international relations).
95 ibid 290.

96 Frontier Dispute (n 60) 21.

97 North Sea Continental Shelf, Judgement (1969) ICJ Rep 3, para 37.

98 Case Concerning the Barcelona Traction, Light and Power Company, Limited, Judgment (1970) ICJ Rep 3,
para 34, 87 (‘body of general international law’ ‘guaranteed by general international law, in the absence of a
treaty applicable to the particular case’).

99 Hostages Case (n 93) 62 (‘obligations under general international law”).
100 Crawford (n 11) 37; Hicks (n 5) 11.
Hicks (n 5) 11; Tammes (n 19) 374.

Kolb (n 11) 11; Wolfrum, ‘Sources of International Law’ (n 2) 34 (stating that international and regional courts
and tribunals make use of principles as an interpretative tool or as a source of concrete obligations).

Kolb (n 11) 11.
104 ibid.

105 Wolfrum, ‘General International Law’ (n 2) 7; Pierre d’Argent and Nadine Susani, ‘United Nations, Purposes
and Principles’ in MPEPIL (n 2) MN 20.

Similarly d’Argent and Susani (n 105) 20 (with regard to principles enshrined in Article 2 of the UN Charter).
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after a respective interpretation and thus concretisation of the principle with regard to
governmental cyber activities.

2.3 Distinctive Status within the International Law System

General principles of international law are attributed a distinctive status within the
international law system, which is, however, based on different approaches to legal
reasoning and to international law.

2.3.1 Relationship to Practice, opinio iuris and Consent of States

It is widely recognised within scholarly writings that the development or recognition of
general principles of international law either does not require proof of their existence,
or exists independently from the consent or will of the States.

Based on the consensual approach to international law (i.e., emphasising the importance
of the will of the States, who are the primary subjects creating international law), and
on the presumption of general principles of international law being part of international
custom, some scholars assert that the existence of the general principles is based on the
States’ opinio iuris, which, however, does not require to be evidenced.’” They affirm
that there would be an agreement within the international community that the general
principles of international law have been so long and generally accepted and are still
believed to be desirable, so there would be no need for an evidence of State practice for
their recognition.’*® This approach corresponds with the classical theory of international
custom, which perceives State practice not as a normative requirement, but as a means
to proving the existence of consent (in the meaning of a tacit treaty).’®® In the case of
general principles of international law, such a (tacit) consent or will of the States is
presumed.t®

However, such presumed (tacit) consent or will of the States could also be deemed
irrelevant. The above-presented view is based on the notion that the existence of general
principles of international law is based on the opinio iuris of the States. It is noted within
scholarly writings that opinio iuris is an opinion, conviction, or belief referring to the
legality or illegality of a certain behaviour of a State, thus not depending on the will of
the State.! It is rather based on a meta-legal notion or on general legal considerations
that a certain State’s conduct is just, fair or reasonable and, for that reason, required

107 eg Heintschel von Heinegg (n 10) 8 16 MN 43; Crawford (n 11) 37; Petersen (n 6) 277 and 285; Wolfrum,
‘Sources of International Law’ (n 2) 35; Hicks (n 5) 7-11; Lepard (n 3) 166; Brownlie (n 63) 19.

108 cf Heintschel von Heinegg (n 10) § 16 MN 43; Crawford (n 11) 37; Lepard (n 3) 166; Brownlie (n 63) 19.
109 Petersen (n 6) 294ff, 300.

10 Martti Koskenniemi, ‘The Politics of International Law’ (1990) 1 European Journal of International Law (4)
4, 20-27 (claiming the binding character of general principles of international law and other non-consensual

95

general law because of a ‘subjective value of “justice™).
11 Treves (n 90) 9.
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under law.*? Thus, opinio iuris is based on a value judgement.*** General principles of
international law, reflecting a genuine morality and most basic values of the international
society as inherent to the international order (section 2), would consequently not depend
on the (tacit) consent or will (evidenced by State practice) for the proof of their existence.

Furthermore, it isasserted that general principles of international law exist independently
of the practice, consent or will of the States, because they form the ‘backbone’ of the
international law system.* As the international law system is an accepted reality of
the international structure and order, and gives the States the platform to exercise their
will, its very existence does not need consent or expression of will by the States.* This
finding is confirmed by the ICJ, which held in the Gulf of Maine case:

[..] customary international law [..] in fact comprises a limited set of norms
for ensuring the co-existence and vital co-operation of the members of the
international community, together with a set of customary rules whose presence
in the opinio juris of States can be tested by induction based on the analysis
of a sufficiently extensive and convincing practice, and not by deduction from
preconceived ideas.1®

The Court thus distinguished within the customary law a category of ‘a limited set of
norms for ensuring the co-existence and vital co-operation’ of States deducted from
‘preconceived ideas’, and not from practice, opinio iuris, consent or any other expression
of the will of States.

Thus, the binding nature of general principles of international law is based either on the
assumption of a tacit consent or will of the subjects of international law, i.e., primarily
States, or on the notion that the general principles reflect universally accepted meta-
legal principles (justice, equity and fairness)."” This statement reflects the dichotomy of
the consensual approach (recognising that international customary and contractual law
is firmly based on the States’ consent) and a rather natural law approach to international
law. This legal dichotomy, which, at first sight, appears to be of academic value only, is
especially important in the context of general principles of international law, as some
of them, according to jurisprudence of the ICJ and scholarly opinion, are derived from
‘preconceived ideas’ and apply regardless of the States’ practice, opinio iuris, consent
or any other expression of will.

11
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Wolfrum, ‘Sources of International Law’ (n 2) 25; similar Koskenniemi (n 110).
Wolfrum, “‘Sources of International Law’ (n 2) 25.

ibid; Treves (n 90) 9; Hicks (n 5) 9.

cf Hicks (n 5) 9.

Case Concerning Delimitation of the Maritime Boundary in the Gulf of Maine Area, Judgment (1984) ICJ Rep
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This results in a most significant consequence: States cannot ‘opt-out’ from general
principles of law that are necessary for the ‘co-existence and vital co-operation’ within
the international community. It can be asserted that such principles are reflected by the
general principles of international law as pertaining to international peace and security
as identified above (section 2.1). After a respective interpretation and concretisation
with regard to the cyber realm, as will be provided infra, they ought to be observed by
States regardless of their (other) practice, opinio iuris, consent or any other expression
of will.

2.3.2 Higher ‘Normative Value’

General principles of international law were described by scholars as ‘so fundamental
[.] that no reasonable form of co-existence is possible without their being generally
recognized as valid’, as ‘manifestations of the universal legal conscience’, or as
‘principles that constitute unformulated reservoir of basic legal concepts [...], which
form the irreducible essence of all legal systems’*® Not surprisingly, advocates of
the constitutionalist approach to international law attribute general principles that
are essential for the existence of the present order structure a quasi-constitutional
role within the international law system.*® Such principles would be, e.g., good faith,
proportionality, restitution of unjust enrichment, self-determination of peoples, non-
use of force, and peaceful settlement of disputes.!®® The constitutionalist approach
distinguishes such ‘constitutional norms’ from other norms of international law and
pronounces a priority of values which shall reflect a hierarchy of norms.*? The respective
debates are characterised by controversy that can be related to diverging underlying
conceptions of the relationship between morality and international law.'?2

Independently from the constitutionalist approach, some authors also claim that certain
fundamental principles of international law would in theory present a superior source
of law.?® This view is based on the notion that such basic principles would be applied
for the purpose of modifying and superseding conventional and customary rules, as the
principles would, due to their general character and value-based content, present the
standard for testing the conformity of other norms with the existing legal basis.'** For

11

©

Bassiouni (n 3) 771 (with further references).

Kolb (n 11) 9, 25 and 36 (‘The law of general principles is constitutional law in the fullest sense of the word. It
is placed on the level of sources, of development of the law, of essential metabolistic functions within the legal
order.).

ibid 25ff.
Venzke and von Bernstorff (n 83) 17.
122 ibid.

123 Martti Koskenniemi, ‘Hierarchy in International Law: A Sketch’ (1997) 8 European Journal of International
Law 566, 577; Wolfrum, ‘Sources of International Law’ (n 2) 11; Bassiouni (n 3) 787; Hicks (n 5) 29; Cheng
(n 14) 22.

124 Hicks (n 5) 29; Bassiouni (n 3) 787.
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the same reasons, they could not be overridden by any other individual rule, however
specific and enacted in formal fashion.!?

A formal hierarchy between the sources of international law must be rejected.’?® The
informal hierarchy in the techniques of legal reasoning (i.e., successive orders of
consideration based on 